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We haveK coins. The mixing proportions are w1, w2, . . . , wK . The probability
of the k’s coin getting heads is pk. First we randomly pick a coin, then we flip
this coin for D times. And we repeat this process for N rows. In this way, we
can generate N data points {x1, x2, . . . , xN}, each of which is a D dimensional
vector. xi ∈ {Head, Tail}d. Suppose the number of heads in xi is Hi. We define
the hidden variables zik, representing the component assignment for data point
xi using a vector of size K. If xi is drawn from the kth component, zik = 1
while the remaining are all 0.

� E step: Compute < zik > with current parameters θ = {pk, wk}.

< zik >= prob(zik = 1|xn, θ) =
wk · pdf(xi|pk)∑K
j=1 wj · pdf(xi|pj)

� M step: update wk and pk

wk =

∑N
i=1 < zik >

N

pk =

∑N
i=1 < zik > Hi∑N
i=1 < zik > D

To match coind H/T distribution, you will need to use binomial distributions
for pdf(x|bias,D)
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