1/19/23,12:23 PM Ridge regression and its dual problem
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Ridge regression is the name given to least-squares regression with squared Euclidean norm
regularisation added. Given nn example vectors x; of dimension m with scalar labels y; , the
problem is expressed as finding the weight vector w and scalar bias b which minimise the objective
function

flw,b) =5 3" (@Fw+b—5)” + |
Eliminating the bias

Setting the derivative of f with respect to b to zero yields
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and therefore the problem is to find the minimiser of

h(w) = F(w, b)) = + 3 [(@ — 8w — (s — )] + lwl?.

1=1

From this point on we will assume that the example vectors and the labels have been pre-
processed to have zero-mean, leading to the simplified form

A
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Let us introduce the notation that X is an m X n matrix whose columns are the example vectors
and y is a vector comprising the corresponding labels, writing the objective as

h(w) = 3l1XTw -y + gAllw]*.

Solving for the weights in the primal

The problem above can be re-written as
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1
arg min EfwT(S + Aw — w' Xy

where S = X X7 is the m x m covariance matrix. The solution to this unconstrained quadratic
program is simply w = (S + A\I) 1 Xv.

The dual problem

The problem can be converted into a constrained minimisation problem

1 A
arg min [§Hr\|2 + EHwHﬂ subject tor = XTw —y

)

whose Lagrangian is
_l 2 A 2 T(. T
L(w,r,) = S [rl* + Flwl® + o (r = XTw + ).

Setting derivatives with respect to the primal variables to zero, we obtain
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L

Making these substitutions to eliminate r and w gives the dual function

9(a) = L(w(a),r(a), a)
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and the dual problem is
arg min [%QT(K + Ao — )\aTy]

where K = XT X is the n x n kernel matrix. The solution is obtained oc = A(K + AI)~ly and
then w = X(K + AI)y.

Primal vs dual

We now have two equivalent solutions, one using the covariance matrix and the other the kernel

w=(S+ M) Xy=X(K+X) 1y
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