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Outline

• Classification

• Linear	classification

• Perceptron	

– Online	and	batch	perceptron

• LDA

– Generative	models

• Logistic	regression	

– Classification	based	on	probability

2



9/17/19

2

Supervised	learning
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{"#, %#}, for	+ = 1,… , /

01 "# ≈ %#

01

Binary	or	

discrete

4

"3, … , "4 	and	 %3, … , %4 , "# ∈ 9:, %# ∈ {−1, 1}

0 "# = %#



9/17/19

3

Example	1

Content-related	features

• Use	of	certain	words

• Word	frequencies

• Language

• Sentence

Structural	features

• Sender	IP	address

• IP	blacklist

• DNS	information

• Email	server

• URL	links	(non-matching)

Classifying	spam	email

Binary	classification:	SPAM	or	HAM
5

Example	2

Handwritten	Digit	Recognition

Multi-class	classification
6
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Example	3

Image	classification

Multi-class	classification 7

Supervised	Learning	Process
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History	of	Perceptrons

They	are	the	basic	building	blocks	for	

Deep	Neural	Networks

9

Linear	classifiers

10

d+1

space into 2
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Linear	classifiers
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All	the	points	x	on	the	hyperplane	satisfy:	<=" = 0

Example:	Spam
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θ"

@"#<#
:

#AB

∑ "#<## >	0
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The	Perceptron
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1
2

<E ← <E −
1
2	(ℎI "# − %#)"#E

("#, %#)

The	Perceptron

14

1
2

("#, %#)

<E ← <E −
1
2	(ℎI "# − %#)"#E

<E ← <E + %#"#E

Perceptron	Rule:	If		"# is	misclassified,	do	

< ← < + %#	"#
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Geometric	interpretation

LM
LMN3

15

Online	Perceptron

16

T

Let	< ←[0,0,…,0]

Repeat:

						Receive	training	example	 "#, %#
If		%#<="# ≤ 0	 //	prediction	is	incorrect

< ← < + %#	"#



9/17/19

9

Batch	Perceptron

Guaranteed	to	find	separating	hyperplane	if	

data	is	linearly	separable

17

%#<="#
%#	"#

"#, %#

• For	linearly	separable	data,	can	prove	bounds	on	perceptron	

error	(depends	on	how	well	separated	the	data	is)
18
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Perceptron	Limitations

• Is	dependent	on	starting	point

• It	could	take	many	steps	for	convergence

• Perceptron	can	overfit

– Move	the	decision	boundary	for	every	example

Which	of	this	is	

optimal?

19

Improving	the	Perceptron

20
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• Properties

– (<B, <3, … , <:) =	model	parameters

– Perceptron	is	a	special	case	with	0 = \+]/
• Pros

– Very	compact	model	(size	d)

– Perceptron	is	fast

• Cons

– Does	not	work	for	data	that	is	not	linearly	separable

ℎI " = 0(<=")

ℎ " = 0

ℎ " < 0 ℎ " > 0

21

LDA

• Classify	to	one	of	k	classes

• Logistic	regression	computes	directly

– P a = 1 b = "
– Assume	sigmoid	function

• LDA	uses	Bayes	Theorem	to	estimate	it

– P a = c b = " = d b = " a = c d	[fAg]	
d	[iAj]

– Let	kg = P	[a = c] be	the	prior	probability	of	class	
k	and	0g " = 	P b = " a = c

22
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LDA

Assume	0g " is	Gaussian!

Unidimensional	case	(d=1)

Assumption:	l3 = 	…lg = 	σ

23

Gaussian	Distribution

24



9/17/19

13

LDA	decision	boundary

Pick	class	k	to	maximize	

Example:	c = 2, k3 = kn
Classify	as	class	1	if	" > 	 opNoq

nr

True	decision	boundary Estimated	decision	boundary
25

Multi-Variate	Normal

26
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Example:	Independent	variables

27

Co-variance	matrix
20 0
0 9

Example:	Correlated	variables

28

People’s	weight

a ≈ v(177,40)

Co-variance	matrix
20 5
5 40
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Multi-variate	LDA

29

Pr(a = c|b = ")

Pr(a = {|b = ")z
Assume	|g = 	|

Linear	decision	boundary	between	classes	k and	l

Linear	discriminant	functions

Given	",	classify	to	class	c: }~]�}"gÄg(")

Example	3	classes

30

3	Normal	distributions	

with	same	co-variance,	

but	different	means

LDA	decision	boundary
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LDA	in	practice

Given	training	data	 "#, %# , + = 1,… , /, %# ∈ {1, … , Å}

1.	Estimate	mean	

and	variance

2.	Estimate	prior

Given	testing	point	",	predict	k	that	maximizes:

"#

("# − Ç̂g)2					

31

Multi-variate	LDA	

Given	training	data	 "#, %# , + = 1,… , /, %# ∈ {1, … , Å}

1.	Estimate	mean	

and	variance

2.	Estimate	prior

Given	testing	point	",	predict	k	that	maximizes:

("(#)−Ç̂g)2					

32
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Classification	based	on	Probability

33

Example

34
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Why	not	linear	regression?

35

Logistic	regression

36



9/17/19

19

Interpretation	of	Model	Output

37

LR	is	a	Linear	Classifier!

Logistic	Regression	is	a	linear	classifier!

• Predict	% = 1 if:
P % = 1 "; < > P % = 0 "; <

											P % = 1 "; < > ½	

1
1 + ÖÜIáj

>
1
2

• Equivalent	to:

• ÖIàN	∑ Iâjâä
ãåp > 1

• <B +	∑ <E"E:
#A3 > 0

38
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Logistic	Regression	

Logistic	Regression	is	a	linear	classifier!

39

Logistic	Regression

40

"3, %3 "n, %n "4, %4

"# ∈ 9:, %# ∈ {0,1}
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Logistic	Regression	Objective

3
ç
∑ ℎI "# − %# nç
#A3

41

Maximum	Likelihood	Estimation	(MLE)

Given	training	data		b = "3,… , "4 with	labels		

Y = 	 %3, … , %4

What	is	the	likelihood	of	training	data	for	parameter	<?

Define likelihood	function

Assumption:	training	points	are	independent

ê}"I	ë < = í[a|b; <]

ë < =ìí[%#|"#; <]
ç

#A3

General	probabilistic	method	for	classifier	training
42
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Log	Likelihood

• Max	likelihood	is	equivalent	to	maximizing	log	

of	likelihood

ë < =ìí[%#|"#, <]
ç

#A3

log ë < =@logí[%#|"#, <]
ç

#A3
• They	both	have	the	same	maximum	<îïñ

43

MLE	for	Logistic	Regression

ó % ", < = ℎI " ò 1 − ℎI "
3Üò

%#log	ℎI("#) + (1 − %#)log	 1 − ℎI "#

44

log	ó(%#|, <)

%#log	ℎI("#) + (1 − %#)log	 1 − ℎI "#
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Objective	for	Logistic	Regression

Cross-entropy	loss
45

%#log	ℎI("#) + (1 − %#)log	 1 − ℎI "#

ℎI "# , %#

Intuition

46
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Intuition

47

Intuition
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