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Exercises — Getting Started

Import the workflow group to your local workspace
by drag and drop

= B @ Welcome to KNIME Analytics Platform 33 =g
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L My-KNIME-Hub (api.hub knime.com) inime/Education - LTS Introd. X X
&~ iencel knime.com (maarit.wi / 1.knin S
£ EXAMPLES (knime@api hub knime.com) <« C @ hubknime.com/knime/spaces/Education/latest/Courses/L4-TS%2520Introduction%252010%2520Ti.. B Q % @ # @ :
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Exercises — Getting Started

Alternatively, click the cloud icon to download the
workflow group. Launch KNIME Analytics Platform.

kNimﬁE Hub ’ {  Search workflows, nodes and more ‘ i ‘

KNIMEHub > knime > Spaces > Education > Courses > L4-TS Introduction to Time Series Analysis

& Public space

Education
5 020 ("

Home > Courses > L4-TS Introduction to Time Series Analysis o

«

[9 components o

[ Dpata o

[3  Exercises o

[  solutions o [}

[9  supplementary Workflows o
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Exercises — Getting Started

Right click LOCAL in the KNIME
Explorer, and select Import KNIME
Workflow...

Click Browse..., navigate to the “L4-TS
Introduction to Time Series
Analysis.knar” file and click Finish

£ KNIME Explorer 53

&
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= 0

s B

datasciencel.knime.com (maarit.laukkanen@https://datasciel
E P

Lo My-KNIME-Hub (hub.knime.com)

A3 EXAMPLES (knime@hub.knime.com)

v 100

(I 00 30 {0 0 400 0 0 A O S

45 New KNIME Workflow...

™

&
R

New Workflow Group...
Import KNIME Workflow...
Export KNIME Workflow...
Deploy to Server...
Delete...
> Rename... Import O X
Configuref .
9" Workflow Import Selection <=
Execute...
_ | Select the items to import.
Cancel ex
Reset
Source:
Workflow
Workflow @ Select file: C:\Users\Maarit Laukkanen\Dropbox (KNIME)\Event D¢/ = Browse...
Edit Meta| O Select root directory: Browse...
Refresh Destination:
Copylocs  Select folder: ‘ LOCAL:/Example Workflows Browse...
Cut
Import Elements:
Copy — -
Paste v TSA_Online_Course Select All

M Components

M Data Deselect All
M Exercises

M7 Solutions

M7 Supplementary Workflows

< Back Next > Cancel



Exercises — Getting Started

Find the exercise materials in the

KNIME Explorer

Double click an exercise workflow to
open it. Follow the instructions.

© 2021 KNIME AG. All rights reserved. 7
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v [ Session_1
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Agenda

Introduction: What is Time Series Analysis
Today’s Task, Dataset & Components
Descriptive Analytics: Load, Clean, Explore

© 2021 KNIME AG. All rights reserved.
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Introduction
What is Time Series Analysis?



Introduction

Since social and economic conditions are constantly changing over time, data
analysts must be able to assess and predict the effects of these changes, in

order to suggest the most appropriate actions to take

It's therefore required to use appropriate forecasting techniques to support
business, operations, technology, research, etc.

More accurate and less biased forecasts can be one of the most effective
driver of performance in many fields

Time Series Analysis, using statistical methods, allows to enhance
comprehension and predictions on any quantitative variable of interest (sales,
resources, financial KPls, logistics, sensors’ measurements, etc.)

nnnnnnnnnnnnnnnnn
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Applications

The fields of application of Time series Analysis are numerous: Demand Planning

is one of the most common application, however, from industry to industry there are
other possible uses. For instance:

k\ Logistics & Forecasting of shipped packages: workforce plannin

Forecasting of sales during promotions: optimizing warehouses

Claims prediction: determining insurance policies

Predictive Maintenance: improving operational efficiency

Energy load forecasting: better planning and trading strategies

nnnnnnnnnnnnnnnnn
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TS data vs. Cross Sectional data

A Time series is made up by dynamic data collected over time! Consider the
differences between:

1. Cross Sectional Data
Multiple objects observed at a particular point of time

Examples: customers’ behavioral data at today’s update, companies’ account balances
at the end of the last year, patients’ medical records at the end of the current month, ...

2. Time Series Data

One single object (product, country, sensor, ..) observed over multiple equally-spaced
time periods

Examples: quarterly Italian GDP of the last 10 years, weekly supermarket sales of the
previous year, yesterday’s hourly temperature measurements, ...
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Examples

Time series example 1
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Examples

Time series example 2
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Examples

Time series example 3
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Examples
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Examples

Time series example 5

12 . v v Y . x v - .
X At a glance
Y
10 }F z| o )
Milliseconds basis
data
8 - x
™ -
= . Each sensor has its
= i R Jz« ‘N’l £\ ~ N .
— 6F - V1 M1 A N P i . own dynamics
;% I\ / | ~ \ / b /" .' / v! s d \
8 et | ,/'/ |\ ,-" \ / \ / B | / I\
D 4k NS W/ L f L f/ \ -
D \J J f \ ~
3 _
(&)
<C
2 - e
A
0 '\/-/\/\/\/Mx /\.,\’,\/‘L\/k/‘/\_./‘j\/\\qw |
1[/
_2 A L A L A A ' A A
0 1 2 3 4 5 6 7 8 9 10

Relative time (s)

Open for Innovation

© 2021 KNIME AG. All rights reserved. KN I M




Objectives

Main Objectives of Time Series Analysis
Summary description (graphical and numerical) of data point vs. time

Interpretation of specific series features (e.g. seasonality, trend, relationship
with other series)

Forecasting (e.g. predict the series valuesint + 1,t + 2,...,t + k)
Hypothesis testing and Simulation (comparing different scenarios)

nnnnnnnnnnnnnnnn
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Objectives

Once someone said: «Forecasting is the art of saying what will happen in the
future and then explaining why it didn’t»

Frequently true... history is full of examples of «bad forecasts», just like IBM Chairman’s famous
quote in 1943: “there is a world market for maybe five computers in the future.”

The reality is that forecasting is a really tough task, and you can do really bad, just
like in this cartoon..

RS You CAN SEE, BY LATE

NEXT MONTH YOU'LL HAVE But we can do definitely better

OVER FOUR DOZEN HUSBANDS, using quantitative methods.. and

) BETTERGETA common sense!

BULK RATE ON

WVEDDING CAKE. GOAL: Reduce uncertainty and
improve the accuracy of our
forecasts
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Definition

General definition: “A time series is a collection of observations made
sequentially through time, whose dynamics is often characterized by
short/long period fluctuations (seasonality and cycles) and/or long period
direction (trend)”

Such observations may be denoted by since data are
usually collected at discrete points in time

The interval between observations can be any time interval (seconds, minute, hours, days, weeks,
months, quarters, years, etc.) and we assume that these time periods are equally spaced

One of the most distinctive characteristics of a time series is the mutual dependence between the
observations, generally called SERIAL CORRELATION OR AUTOCORRELATION

© 2021 KNIME AG. All rights reserved. ip(enﬁnlcﬁ E




Task & Dataset
Electricity Consumption by the
Hour in Ireland



The Dataset: Electricity Consumption
Smart Meters to measure Electricity Usage

| METERYUS

Task: Demand Prediction of .[
kW used in the next hour |

Irish Smart Energy Trials

http://www.seai.ie/News Events/Press Relea
ses/2012/Full Data from National Smart M
eter Trial Published.html

6000 households & businesses From
Jul 2009 to Aug 2010

The original Dataset
ID by household/store in Ireland
Date&Time (Jul 2009 - Aug 2010)
kW used in the past half an hour

© 2021 KNIME AG. All rights reserved.
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http://www.seai.ie/News_Events/Press_Releases/2012/Full_Data_from_National_Smart_Meter_Trial_Published.html

Task: Electricity Demand Prediction

A few, a bit fat, Time
Series of kW used by
similar* households in

One big fat Time Ireland Many fine Time
Series of kW used Series of kW used
every hour in the every hour at each
whole Ireland household in

Ireland

*Similar electrically speaking

nnnnnnnnnnnnnnnn
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Data Processing: daily & weekly KPI

Daily KPI = % of kW used in <time window> over total kW in day

Early Early Late >
Meter ID morning Morning Lunch Afternoon Afternoon Evening Night <
06-09 09-12 12-15 15-18 18-21 21-24 24-06 SE
Q
1000 6 2 3 3 7 28 51 (8
1001 ) 22 16 24 23 5 5 (@)
—h
1002 =
Early morning Late afternoon 3
- D
Cluster 11 %
=.
. D
P T Business days 9-5 Weekend »
S . (on
k-Means R Y " Cluster 18 <
— N o
KPI-»> % & P c
P 1 L 7
- ‘ :'f»;-.'f:-‘ g oo Morning Evening o}
;‘ * . J’-‘:‘;t’iﬁ)' .:, % ) o . -
AED W T
e ot S Cluster 0
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Clustering Energy Consumption Data

Clustering in order to identify fewer groups with a particular behavior instead of
inspecting and modeling many individual behaviors. We model the energy
consumption of a prototype of one cluster.

Clustering by k-Means algorithm based on

energy consumption on business days and over the weekend
total energy consumption
yearly, monthly, weekly, etc. energy consumption

k-Means Algorithm

Based on Euclidean distance of numeric columns, and our data only contain numeric columns
Missing values need to be replaced, in our data by 0

nnnnnnnnnnnnnnnnn
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Electricity KPIls on the KNIME Hub

KNIME Hub > knime > Spaces > Examples > 02_ETL_Data_Manipulation > 06_Date_and_Time_Manipulation > 03_ETL_Energy_autocorr_stats

s Data Ch(i)ef ETL Battles. Usage Measures vs.
auto-correlation on Energy Consumption Time
Series

© 2021 KNIME AG. All rights reserved.

Data Ch(i)ef ETL Battles. Usage Measures vs. auto- lUsage Measures Iris ¥
correlation on Energy Consumption Time Series iThe energy used is calculated for each meter ID in average and as percentage for Data Scientist @ KNIME KNIM
-day times (moming, evening, afternoon, etc.
‘Theme ingredient is Energy Consumption Time Series. Which kind -week days (Monday, Tuesday, etc ... and business days vs. week ends)
of variables can we extract from energy consumption data? Here v Daily Values
work on
-Usage Measures- average and in % for weekdays and day times Intra-day
for each meter ID time series Joiner  segments (%) Week Day (%)
" Auto-correlationfor single seiected meter D tme seres o find N Open workflow
seasonality » o

or download workflow

Hourly Values Intra-day intra-week
kW % usage kW % usage
bymeterlD by meter ID By downloading the workflow, you

agree to our terms and conditions.

@ cc-BY-4.0
[Auto-correlation Matrix
Date Field Time Field | bHere we calculate the auto-correlation matrix for a single
File Reader  String to datetimeExtractor (legaxdypctor (legacy) elected meter ID. Auto-correlation is calculated on 100
I fpast samples. This number can be changed in the .
S o Normalize & Lag” mefanode. ¢ Short link
\  Find Seasonality
‘convert proprietary Normalize & Lag Linear Correlation https://kni.me/w/9pHnxeJUp8aueC .. [[]
read only 10f 6 files date format year, month, hour,
and only 500K rows into day ofweek,  minutes. >
datetime values  week of year
Pivoting  Select Meter ID . L4
T
o RowiD Line Plot
total KW per hour
on date & time select P
vs. meter ID just one
meter ID . .
date_hour
as RowiD

https://kni.me/w/9pHnxeJUp8aueCJT
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This Week‘s Challenge

|solate, preprocess, and visualize data in cluster 26

Apply several techniques (e.g. Random Forest, ARIMA, LSTM)
to generate in-sample and out-of-sample forecasts

Evaluate the models and save them for forecasting comparison

Compare the accuracy of the models in predicting Electricity Usage
in cluster 26 in kW in the next week (168 hours)

© 2021 KNIME AG. All rights reserved.
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Today‘s Challenge — Cluster 26

Energy Usage Plot (hourly)

16

15

" Nm h\ n Busingss days
13

12 E

1

107

Wegken

AU

2009-07-19 2009:07-25 2009-07-31 2009-0
Date

= Sum(cluster_26)

Reset | Apply | « Close o

Energy Usage Plot (monthly) Irregular Component

10
6000 8
6
5500
4
5000 1 2
Winter
4500 0
2|
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3500 5
-8
3000
-10 v
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2009-06-14 2009-08-11 2009-10-08 2009-12-05 2010-02-01 2010-03-31 2010-05-27 2010-07-24 2010-09-20 2010-11-17 Date

Dat
ate w cluster_26 (removed seasonality) (#1)
= Sum(cluster_26)

Reset Apply o Close o

Reset Apply a Close a
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This Week‘s Challenge — Final Results

Deploy the different techniques to generate out-of-sample

forecasts for the next week

Loop Deployment
-Random Forest

Loop Deployment -
Linear Regression

Loop Deployment -
Seasonal Naive

Loop Deployment
-Mean
y S—

Loop Deployment
-ARIMA

L ———

|—

°
Loop Deployment
-LSTI

»
o

S

© 2021 KNIME AG. All rights reserved.

Forecast Comparison

Random Forest

16
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10

8

6

o
2

2010-09-18 2010-09-20
row ID

Forecast Comparison

Seasonal Naive
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8
6
4
2 .
2010-09-18 2010-09-20
row ID

Forecast Comparison
ARIMA

16

14
12
10

8

6

4

2 .

2010-09-18 2010-09-20
row ID

2010-09-23

= prediction = Signal

2010-09-23

= prediction = Signal

2010-09-23

= prediction = Signal

Forecast Comparison

Linear Regression

2010-09-18 2010-09-20
row ID

Forecast Comparison

Mean

167
14
12
10
8
B
4
2
2010-09-18 2010-09-20
row ID

Forecast Comparison
LSTM
16

2010-09-18 2010-09-20
row ID

2010-09-23

= prediction w Signal

2010-09-23

= prediction = Signal

2010-09-23

= Signal = prediction

Reset Apply « Close
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Components

Encapsulates a functionality
as a KNIME workflow

E. g. execute Python script by a component
with a graphical Ul
Function like regular nodes:

Start using by drag and drop from the EXAMPLES
Server/local directory

Configure in the component’s configuration dialog

Also available on the KNIME Hub

© 2021 KNIME AG. All rights reserved.

v 43 EXAMPLES (knime@hub.knime.com)
v [T 00_Components
7] Automation
™7 Data Manipulation
(™7 Financial Analysis
(™7 Guided Analytics
(™7 Life Sciences
7] Model Interpretability
(™7 Text Processing
v [T Time Series
iy, Aggregation Granularity
iy, Fast Fourier Transform (FFT)
iy Inspect Seasonality
iy, Remove Seasonality
iy Return Seasonality
iy Timestamp Alignment
(™) Visualizations

ARIMA Learner

e
Inspect Seasonality

Fast Fourier
Transform (FFT)

. s
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Components on the KNIME Hub

Q loT

KNIME Hub > Search

3 results

Al & Nodes &z Components s{g Workflows

Fast Fourier Transform (FFT)

2/

L1

Timestamp Alignment

2|

58

RadViz plot (with R)

Components published by KNIME
and the KNIME community

© 2021 KNIME AG. All rights reserved.

- Extensions

This nodes pel
requires the KNIME Python extension
an interac

®
m

sampled in the

Required extensions

OriginalereerTSIONS. ITIS a useful visualiZaTloN (o tiseey

hub.knime.com

Component
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Components on the KNIME Hub

- o X NIME Ana
Timestamp Alignment —-KNIME - X = =+ dle Edit View Node Help
CO-EB&E@

¢« C & hubknime.com/knime/spaces/Examples/latest/00_Components/Time%20Series/Timestamp%20Alignment marw @ : W o]} mAROODOOERRAME L0 ST
v = @ o - 4SS W L A

=0 &

| - A
F)

A

Q_ Search workflows, nodes and more. i ( signin GruMEEpoe 5t = 0 Tl
KNIME ~ BEEE|&S
Rz

My-KNIME-Hub (hub.knime
A EXAMPLES (knime@hub.kni
v 4 LOCAL (Local Workspace)

[ Example Workflows

A, Time_Series_Analysis

Examples > 00_Components > Time Series > Timestamp Alignment

w

KNIMEHub > knime > Spaces

>

Timestamp Alignment

s Qo : >

Last Update: 17 Ju

Drag&Drop o

¢ Short link ——
— B, Table Creator
2= Database Reader (legacy)

This component checks
column is uniformly sam
B, Table Reader

’.’ Missing values will be insert:
o7 SDF Reader

Required extensions: B
3 List Files
KNIME Quick Forms 3
% Database Connection Teble Re:

(https://hub.knime.com/knime/extensions/org.knime.features £ | Database Connector (legacy)
2 Database Table Selector (legacy .,

[Timestamp Alignment

js.quickforms/latest)
< >

£ Node Repository =g

Topics: 10T, Internet of Things, Signal Processing
||

¢y 10 ~
& Manipulation

Views
@ Analytics

& Ports {44 Options

S s
¥y Other Data Types < >

<> Structured Data

) Seripting = Outiine 52 = B  BConsole 2 =8
9 Tools & Services AR MO-R-
%0 Community Nodes

1§ KNIME Labs SRR s

<X Workilow Control Log File is located at: C:\Users
“A” Workflow Abstraction v
1 Social Media v

Input ports »
cal Date,

< >

Output ports »

amp colum
p column will be replar

hub.knime.com
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Components

Dateatime type. This step determines the type. The new range column will be joined to the original column where it replaces
the old timestamp column

components are linked to the B

Extract lower Rule Engine
- Ifno datestime column - Merge Variables  Column Filter ‘and upper bound riab

fiter datagtime exists in the inputtable,  Selecttimestamp ~e

columns

master and are therefore — SRR TR 8 Rl e == o |

flow variables imestamp col the portfor -
° the CASE Switch generato new imestamp replace or append

write prOteCted B = o
- ‘
: .

o e

Generate new range New timestamp RowiD Component Output
of timestamps.

Editable after disconnecting s

= N Variable

the link or by a double click
in the component editor

toreplace timestamp determine port
column

limestamp Alignment

Configure... 6
Execute 2
B Execute and Open Views Shift+F10
Cancel [
B Reset 8
= Edit Node Description... Alt+F2
=0 New Workflow Annotation v 4 LOCAL (Local Workspace)
" Connect selected nodes Crl+L [* Example Workflows
Disconnect selected nodes Crl+ShiftL /b Time_Series_Analysis
Create Metanode... -
Create Component... o I G T
Component > @ Open Open
) Interactive View: Timestamp Alignment Expand New KNIME Workflow..
2 Compare Nodes -~ L

ot to Metanode [ New Workflow Grou

Show Flow Variable Ports
Share.

Cut Update Link Ctrl+Alt+U
Copy Disconnect Link
) b= Change Link Type.
<) Undo Select in Explorer
Redo

% Delete
B} Datatable

Open for Innovation
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Components

Components can have dialogs
enabled by configuration nodes...

... and interactive views enabled
by widget nodes and JavaScript
based nodes

© 2021 KNIME AG. All rights reserved.

Dialog - 2:0 - Timestamp Alignment - [m]

File

Options  Flow Variables Memory Policy Job Manager Selection

X

Timestamp Column

Birthday

Period

Month +

Replace timestamp column

OK Apply Cancel @

ACF Plot with 95% CI

1.0

08

=
-~

Correlaion
=
[N

Single Selection
Configuration

selecttime window

5.

A AN AN

5 o
N o

&
IS

0
Lag

Reset Apply

0 10 20 30 4 50 60 70 80 90 100

a Close o

-

Boolean

Configuration

Q, o—

L]
boolean

to replace timestamp

column

Line Plot
o
e
ACF
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Time Series Components

InSpeCt, I’eStore, and remove SeaSOI’]ahty Spaces > Examples > 00_Components > Time Series

. Typ Name
Train and apply ARIMA models
. 3

Analyze residuals
fe  ARIMA Learner

And many more!
G ARIMA Predictor
F'qg Aggregation Granularity
G Auto ARIMA Learner
@,{g Fast Fourier Transform (FFT)
G Inspect Seasonality
fe  Remove Seasonality
fe  Return Seasonality
G  Timestamp Alignment

nnnnnnnnnnnnnnnnn
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Component: Timestamp Alignment

Acquire continuously spaced data
In today’s example we verify a record exists for every hour

Otherwise create a missing value Output: Time series

with skipped skipped
sampling times
Timestamp Alignment

3.78 2010-03-24T22:00 3.78 2010-03-24T22:00
3.85 2010-03-24T23:00 . 3.85 2010-03-24T23:00
3.83 2010-03-25T01:00 e ? 2010-03-25T00:00
3.95 2010-03-25T02:00 = 3.83 2010-03-25T01:00
3.83 2010-03-25T03:00 PR 3.95 2010-03-25T02:00
3.75 2010-03-25T04:00 e 3.83 2010-03-25T03:00

3.75 2010-03-25T04:00

Input: Time series to check — S
for uniform sampling

nnnnnnnnnnnnnnnnn
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Component: Aggregation Granularity

Extract granularities (year, month, hour, etc.) from a timestamp and aggregate
(sum, average, mode, etc.) data at the selected granularity

In today’s example we calculate the total energy consumption by hour, day, and
month

Output: Aggregated

cluster 26 | RowiD____| time series

3.25 2009-07-15T00:00
Aaqreqat?on
3.20 2009-07-15T01:00 Granutarity

3.04 2009-07-15T02:00 _’!’ Aggregated M
3.03 2009-07-15T03:00 ] Tlimestamp

. 2009-07-15 185.82

3.01 2009-07-15T04:00
e o R, 2009-07-16 182.49 Da
Input: Time .94 2009-07-15T05:00 —— ‘ E
series to - ; 2009-07-17 177.87 Day
r prinacieg 2009-07-18 116.48 Da
aggregate 3.18 2009-07-19T19:00 : v
S 2009-07-19 83.95 Day
3.11 2009-07-19T20:00 o '
3.01 2009-07-19T21:00 e
3.26 2009-07-19T22:00 ‘
oK Apply Cancel )
3.20 2009-07-19T23:00

nnnnnnnnnnnnnnnnn
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Descriptive Analytics
Load, Clean, and Explore



Time Series Properties: Main Elements

TREND

The general direction in which the series
is running during a long period

A TREND exists when there is a long-term
increase or decrease in the data.

It does not have to be necessarily linear
(could be exponential or others functional
form).

Linear Trend Example
800
780
760
740
720
700
680

Sales

660

620 1 { |

600 /"

12 3 4 5 6 7 8 9 10 11 12 13 14 15
Period
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CYCLE

Long-term fluctuations that occur regularly in
the series A CYCLE is an oscillatory
component (i.e. Upward or Downward
swings) which is repeated after a certain
number of years, so:
May vary in length and usually lasts several
years (from 2 up to 20/30)

Difficult to detect, because it is often
confused with the trend component

Cycle Example:
Monthly Sunspot Numbers
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Time Series Properties: Main Elements

SEASONAL EFFECTS

Short-term fluctuations that occur regularly —
often associated with months or quarters

A SEASONAL PATTERN exists when a
series is influenced by seasonal factors (e.g.,
the quarter of the year, the month, day of the
week). Seasonality is always of a fixed and
known period.

Seasonal effect example (Weekly seasonality):
Newspapers Daily Sales

350000

300000

250000

200000

150000

100000

50000
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RESIDUAL

Whatever remains after the other components
have been taken into account

The residual/error component is everything
that is not considered in previous components

Typically, it is assumed to be the sum of a set
of random factors (e.g. a white noise series)
not relevant for describing the dynamics of the
series

Example of White Noise Series

Values
-1 0
1

Time
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Seasonal effect: additive seasonality

When the seasonality in Additive, the dynamics of the components are
independents from each other; for instance, an increase in the trend-cycle will
not cause an increase in the magnitude of seasonal dips

The difference of the trend and the raw data is roughly constant in similar
periods of time (months, quarters) irrespectively of the tendency of the trend

8000
-
-~

1

6000

4000
T
>
-
Y
s
b
2000 3000 4000 5000 6000

500 1000 1500 2000 2500

2000

T T T T T T T T T T T T T T T
2013 2014 2015 2016 2017 2012 2013 2014 2015 2016 2017 2014 2015 2016 2017
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Seasonal effect: multiplicative seasonality

In the multiplicative model the amplitude of the seasonality increase (decrease)
with an increasing (decreasing) trend, therefore, on the contrary to the additive
case, the components are not independent from each other

When the variation in the seasonal pattern (or the variation around the trend-
cycle) appears to be proportional to the level of the time series, then a

multiplicative model is more appropriate.

10000 15000
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.
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3000 4001
10000 14000

2000
1

E——
6000

5000
2l 1
.
—
-
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.

1000
1

0
-
—
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0
L
2000

2012 2013 2014 2015 2016 2017 2014 2015 2016 2017
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Seasonal effect: frequency

According to the data granularity and to the type of seasonality you want to
model, it is important to consider the right seasonal frequency (i.e. how many

observations you have for every seasonal cycle)
No problem if your data points are years, quarters, months or weeks (in this case you will face only
annual seasonality), but if the frequency of observations is smaller than a week, things get more
complicated
For example, hourly data might have a daily seasonality (frequency=24), a weekly seasonality
(frequency=24x7=168) and an annual seasonality (frequency=24x365.25=8766)

Frequency Cycle type
Hour Day Week Year
. Annual 1
E Quarterly 4 *Every year, on
E Monthly 12 average, is made
c
© Weekly 1 52.18 upd01;53h65 day;
) : an ours = so
© Daily 1 7 365.25 365.25 days and
o HLELY ! 24 168 8766  36525/7=52.18
Minutes 60 1440 10080 525960 weeks

nnnnnnnnnnnnnnnnn
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Numerical and graphical description of Time Series

The first step in Time Series Analysis is to produce a detailed exploratory
analysis of the data to get some insights about the distribution of the series
over time

This part must be performed using both numerical descriptive analyses and
graphical analyses, such as:

Time plot
Graphical Seasonal plot
descriptive Box plot analysis
analyses Scatterplots (Lag plots)

Plotting auto-correlation and cross-correlation functions

Sampling period evaluation (start, end, data points
features)

Number of data available

Missing value and outlier evaluation

Frequency distribution analysis

Summary descriptive statistics (overall and by season)

Numerical
descriptive
analyses

nnnnnnnnnnnnnnnn
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Graphical Analysis: Time Plot

The first chart in time series analysis is the TIME PLOT - the observations
are plotted against the time of observation, normally with consecutive
observations joined by straight lines

Example of TS Plot of Australian monthly wine sales Example of TS Plot of Air Passengers (monthly) series

600
1

Annual (additive)
seasonality and
upward trend

35000
L

500
1

WINE
400
1

25000
|
I —
—
_
Passengers count
300
1

200
1

15000
I
100
1

T T T T | T | T
T 1 | | | |
1980 1981 1982 1983 1984 1985 1986 1987 1950 1957 1054 1956 1958 1960

Time

Time
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Graphical Analysis: Time Plot

Insights you can get just from a simple Time plot
Is there a trend? Could it be linear or not?
Is there a seasonality effect?

Are there any long term cycles?
Are there any sharp changes in behaviour? Can such changes be explained?

Are there any missing values or “gap” in the series?
Are there any outliers, i.e. observations that differ greatly from the general pattern?

Is there any turning point/changing trend?

Series with a turning point Series with an outlier

Series with gaps

B

Open for Innovation

© 2021 KNIME AG. All rights reserved.



Graphical Analysis: Time Plot

The TIME PLOT is very useful in cases where the series shows a very
constant/simple dynamic (strong trend and strong seasonality), but in other
cases could be difficult to draw clear conclusions

Consumer Cost Index Oxygen saturation
T T T T T
g
s . 300
S
g g 20¢
®
- 5 200
s 8 B 150+
c
(9]
- g 100
© 0]
50
o 0 1 | | | |
© T T T T T 12/03 12/04 12/05 12/06 12/07 12/08 12/09
2000 2020 2040 2060 2080 UTC Time

Time

Other graphical analyses and summary statistics could
improve/extend the insights given by the simple time plot!

© 2021 KNIME AG. All rights reserved.
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Graphical Analysis: Seasonal Plot

Produce the Seasonal plot of the Time series in order to analyze more in detail
the seasonal component (and possible changes in seasonality over time)

Season plot
. —— 1949
600 1 - 1950
J— \§ —— 1951
s AN —e— 1952
— + N—"
) jp ‘ [ . —e— 1953
- ~ | —— 1954
- - ,x‘// .4 o \\\\ 1 -
400 ; ——— , — N N A 1995
d - ~_ -~— 1956
> / s g o - - g

—_— — . : P «— 1957
300[ ? - —— T - » - o198
- L T . . . —— 1959
—t e e T Y . «— 1960

200 ——r . _— o T

|
100
2 4 6 8 10 12
month
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Granularity and Line Plots

Show time series by hour, day, and month in line plots
|dentify daily, weekly, and yearly seasonality

Energy Usage Plot (hourly)

n

16
15
14
13
127
1
10 Energy Usage Plot (daily) =

of

8 260

7 240

¢ 220
s

4 J 200

3 180

z {

2009-07-19 2009-07-25 2009-07-31 2009-C 160

Date 140]

= Sum(cluster_26)

120

Reset | Apply | a Close 1001

807

2009-08-11 2009-10-08 2009-12-05 2010-02-01 2010-03-31 2010-05-27 2010-07-24 2010-09-20 2010-11-17
Date

= Sum(cluster_26)

Reset Apply « Close o
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Energy Usage Plot (monthly)

6000
5500
5000
4500
4000
3500

3000

2009-06-14 2009-03-11 2009-10-08 2009-12-05 2010-02-01 2010-03-31 2010-05-27 2010-07-24 2010-09-20 2010-11-17

Date

= Sum(cluster_26)

Reset Apply a Close a
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Graphical Analysis: Box Plot

Create the conditional Box plot of the Time series in order to deeply understand
the distribution of data in the same period of each seasons and focusing on specific
aspects such as outliers, skewness, variability,...
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3 T
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T 535 !
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500 B | el 4t ™ 508
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200.] 309.5 raos sess || 2975
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Conditional Box Plot

Inspect the distribution of energy consumption hour by hour

Dialog - 2:304 - Conditional Box Plot - [m] X
File

Options  General Plot Options  Control Options ~ Flow Variables Job Manager Selection Memory Policy

o setis o Category
column

Category Column || S |Hour

(@ Manual Selection () Widcard/Regex Selection
T
[ D duster_26 D] cluster_26 (removed seasonality)
) |
» o o
Time series
<
- column
|
(@ Enforce exdusion (O Enforce indusion

Selected Column || D | duster_26 (removed seasonality) +
Report on missing values
Indlude 'Missing values' dass

Fail on special doubles

oK Apply Cancel @

© 2021 KNIME AG. All rights reserved.

Conditional Box Plot

204

cluster 26 (removed seasonality)

- X
3877 418,

387 1 8
: : 275 272 231

T 413
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2
B

2.62
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1-4.45 Wy 5g [la 33 1402 ! Lo
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Reset Apply « Close
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Graphical Analysis: Lag plot

In time series analysis it's important to analyze the correlation between the lagged
values of a time series (autocorrelation): the lag plot is a bivariate analysis,
consisting in a simple scatter plot of the vs. the

; focusing on the correlation with the first lag (t-1)

you can see from the plot below that there is a strong linear relation between the
values in t and the values in t-1

600-
color

© 1949

© 1950

- 1951

- 1952

- 1953

‘it f - 1954

Yo o, - 1955

: - 1956
Seoet - 1957
RETIRE Y T 1958

200- vt e, o - 1959
;i - 1960

400-

AirPassengers

o o &

AirPassengers (Lag 1)
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Lag Column Node

Append past values as new columns Lag Column

Shift cells / (lag interval) steps up 1m
. . o
Duplicate the lag column L (lag value) times.
H * *
In each column the rows are shifted /, 27, .., L*l steps up o
Dialog - 3:301 - Lag Column (10 previous h..  — O X
File
Output - 3:301 - Lag Column = O X
Configuration Flow Variables Job Manager Selection Memory Policy File Hilite Navigation View
Table "default™ -Rows: 12646  Spec - Columns: 8 Properties Flow Variables
Columntolag || D|Irregular Component Row ID row ID [D] 1rregular Component |[D] Irregular Component(-1) |[D |irregular Component(-2)
. Row194 2009-07-23T02... |uv.|vvu|oreonr[0. 1 0.251 0.019 A
Lag 25 Row195 2009-07-23T03.... |...|...|...|...|-0.014 0.1 0.251
ae— 1= Row196 2009-07-23T04... |...|.. ..t |...[0.188 -0.014 0.1
A=A = Row197 2009-07-23T05... [vv:|vvsvee]or: 0.228 0.188 0.014
Skip initial incomplete rows Row198 2009-07-23T06... [veufuusfies]en[-0.373 0.228 0.188
Row199 2009-07-23T07... [...|ussfees]..[0.158 -0.373 0.228
M Row200 2003-07-23T08.... |v..|vv.|... ... 0.183 0.158 -0.373
Row201 2009-07-23T0S... [.oufussfies|ss.[0.757 0.183 0.158
Row202 2009-07-23T10... [...|ussfe|...[0.507 0.757 0.183
Row203 2009-07-23T1L... [...fuuefoes]sn. 1,148 0.507 0.757
Row204 2009-07-23T12... [...fuusfees]sr. (0,106 1.148 0.507
oK Apply Cancel ® Row205 2009-07-23T13... [..ufuuefees|sn. [1.437 0.106 1.148
Row206 2009-07-23T14... |...|...[...|...[0.628 1.437 0.106 v

Open for Innovation
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Numerical analysis: Auto Correlation Function (and ACF plot)

In order to go deeper inside the autocorrelation structure of the time series, you
can create the Auto Correlation Function plot (ACF plot), also called correlogram:
in this chart you can read the linear correlation index between the values in t and
all the possible lags (-1, t-2, ..., t-k); the chart below shows all the correlations up

to lag number 48

ACF Plot with 95% CI

1.0
0.9
038
07
067
05
o 04
S
® 037
2
S 02
o
0.1
0.0 \ 7 X 72
0.17
02
03
0.41
05
2 0 2 4 & 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 35 40 42 44 46 48 50
Lag v
Reset  Apply Close
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Numerical analysis: Auto Correlation Function (and ACF plot)

Together with the ACF, sometimes it is useful to analyze also the Partial
Autocorrelation Function

The ACF plot shows the autocorrelations which measure the linear relationship
between y, and y,_, for different values of k but consider that:

if y, and y,_, are correlated, then y,_; and y,_, must also be correlated

But then y, and y,_, might be correlated, simply because they are both connected to y;_;

- The Partial Autocorrelation Function (PACF) consider the linear relationship between y, and
v:_x after removing the effects of other time lags 1,2,3,...,k—1

PACF Plot with 95% CI

AV AN Y

=it

B
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Numerical analysis: Descriptive statistics

From a numerical point of view, it's important to produce statistics (total sample
and split by seasonal periods) of the time series, in order to have a more precise
idea of: number of valid data points vs. missing data, central tendency measures,
dispersions measures, percentiles, confidence intervals of the means, etc.

Aerassengers 1 0241.8 101.0 112 417 177.6 305.9
AirPassengers 2 12 0/235.0 89.6 118 391 178.1 291.9
AirPassengers 3 12 0270.2 100.6 132 419 206.3 334.1
AirPassengers 4 12 0267.1 107.4 129 461 198.9 335.3
AirPassengers 5 12 0271.8 114.7 121 472 198.9 344.7
AirPassengers 6 12 0/311.7 134.2 135 535 226.4 396.9
AirPassengers 7 12 0351.3 156.8 148 622 251.7 451.0
AirPassengers 8 12 0/351.1 155.8 148 606 252.1 450.1
AirPassengers 9 12 0302.4 124.0 136 508 223.7 381.2
AirPassengers 10 12 0/266.6 110.7 119 461 196.2 336.9
AirPassengers 11 12 0232.8 95.2 104 390 172.4 293.3
AirPassengers 12 12 0261.8 103.1 118 432 196.3 327.3
AirPassengers Total 144 0 280.3 120.0 104 622 260.5 300.1

nnnnnnnnnnnnnnnnn
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Exercise 1: Loading and Exploring Data

Load in the Energy Usage Data Time Series Analysis

01. Loading and Exploring Data

Perform preprocessing: Summary:

In this exercise we will load the data file for cleaning, filtering, aggregating,

Conver‘t String to Date&Time and for some early visualizations.
Filter out unnecessary columns Instructions: '
. i . . . . . 1) Execute the File Reader node to load in the Energy Usage Data
FI” Sklpped Samp“ng tlmes Wlth mISSIng Values 2) Use a String to Date&Time node to convert the Row ID column to the
. . ctf t. The digits in the stri tt rted ctly, if
wite MG, HH i the date format Reld, or press e “Guess data
Handle missing values
C I I t h | d I d thl t t | type and format button™.
alculate . our y, al y’ an mon y ota energy 3) Use a Column Filter node to remove all columns except the Row ID and
consu mptlon Cluster 26, this is what we will analyze

4) Use the Time Stamp Alignment component to check for missing time

Plot the hourly, daily, and monthly Flarps e daa

. . 5) Connect a Missing Value node next to replace the missing values
tota I S | n I | ne pIOtS discovered in the previous step. Try the linear interpolation setting.

6) Use separate Aggregation Granularity components to aggregate the
Time series into Hourly, Daily, and Monthly series

7) Use Line Plot nodes to visualize the outputs. Do you see any patterns?

8) Open the 01_Additional_Visualizations workflow in the Supplementary
Workflows folder and inspect the season plot, confidence bounds, and lag
plot of the Time series.

Open for Innovation
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Review of Installation Requirements

KNIME v4.02

Python Environment

StatsModels
Keras=2.2.4 & TensorFlow=1.8.0 hp5=

KNIME Python Integration
KNIME Deep Learning Keras Integration

© 2021 KNIME AG. All rights reserved.
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Agenda

Descriptive Analytics: Non-stationarity, Seasonality, Trend

© 2021 KNIME AG. All rights reserved.
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Exercise 1: Loading and Exploring Data

I Time Series Analysis
Load in the Energy Usage Data T s S oring Data
Perform preprocessing: Summary:
. . In this exercise we will load the data file for cleaning, filtering, aggregating,
Convert Strlng to Date&T|me and for some early visualizations.
Filter out unnecessary columns Instructions:
. . . . . . . 1) Execute the File Reader node to load in the Energy Usage Data
Fill skipped sampling times with missing values
i . 2) Use a String to Date&Time node to convert the Row ID column to the
ctf t. The digits in the stri it rted ctly, if
Handle missing values write yyy-H-dd. HH in he date format field or press the “GUess data
Calculate hourly, daily, and monthly total energy [ype and format button”
consu mption g)“l]JSst.srazgotLui;nir‘\sIw;e;;nwld:vﬁfgﬁz)?zvee all columns exceptthe Row ID and

4) Use the Time Stamp Alignment component to check for missing time

Plot the hourly, daily, and monthly ctamps i the az
totaIS |n ||ne plots 5) Connect a Missing Value node next to replace the missing values

discovered in the previous step. Try the linear interpolation setting.

6) Use separate Aggregation Granularity components to aggregate the
Time series into Hourly, Daily, and Monthly series

7) Use Line Plot nodes to visualize the outputs. Do you see any patterns?

8) Open the 01_Additional_Visualizations workflow in the Supplementary
Workflows folder and inspect the season plot, confidence bounds, and lag
plot of the Time series.

Open for Innovation
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Descriptive Analytics

Stationarity, Seasonality, Trend



Stationarity

A time series can be defined as “stationary” when jts properties does not depend
on the time at which the series is observed, so that:
the values oscillate frequently around the mean, independently from time

the variance of the fluctuations remains constant across time
the autocorrelation structure is constant over time and no periodic fluctuations exist

So, a time series that shows trend or seasonality is not stationary

Non-Stationary Time Series example 1 Non-Stationary Time Series example 2
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o - o -

T T T T T T
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Time Time Time
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Stationarity

Typical examples of non-stationary series are all series that exhibit a deterministic
trend (i.e. y. = a + B - t+ ¢;) or the so-called “Random Walk”

Random Walk (without drift) 2 vy, = y,_; + & (Where g, is white noise)

A random walk model is very widely used for non-stationary data, particularly

financial and economic data. Random Walk Example

Random walks typically have:
long periods of apparent trends up or down .
sudden and unpredictable changes in direction @ -
variance and autocorrelation that depends on time!

T T
0 50 100 150
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Stationarity

Besides looking at the time plot of the data, the ACF plot is also useful for
identifying non-stationary TS:

for a stationary time series, the ACF will drop to zero (i.e. within confidence
bounds) relatively quickly, while the ACF of non-stationary data decreases slowly

Stationary Time Series example Non-Stationary Time Series example 1 (random walk!)
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Differencing

One way to make a time series stationary is to compute the differences between
consecutive observations -~ This is known as DIFFERENCING
Differencing can help stabilize the mean of a time series by removing changes in the level of a time
series, and so eliminating trend (and also seasonality, using a specific differencing order)
The Order of Integration for a Time Series, denoted I(d), reports the minimum number of differences
(d) required to obtain a stationary series (note: I(0) - it means the series is stationary!)
Transformations such as logarithms can help to stabilize the variance of a time series

Differenced
Time Series (first order)

Yt yé =Yt — Yt—1

CYCLE_ |WEEK_| DATE_ | COLLI_ARR‘| DIFF_1
1 1 11 983 ,
1 2012 1478 495 1478 — 983 = 495
1 313 1822 345
1 4 14 1883 B1
1 5 15 1913 30
1 B 16 2001 88
1 7017 2077 76

nnnnnnnnnnnnnnnnn
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Differencing

Example: use differencing to make stationary a non-stationary series

Non-Stationary Time Series example 1 (Random Differenced Time Series (first order)
g Walk) ©
8 1 5 ©
= »
=
£ v -
o - ("') -
T ' T T T T T T T T
0 100 200 300 400 0 100 200 300 400
Time Time

No significative
autocorrelation

Correlation
Correlation

: exists 2>
N applying first
differences to
a random walk
0 IIlIIII 0 -I.l‘.ll'-.---- - a~-m—— Jenerates a

012345678 91011121314151617 18 192021222324252627282930 012345678 9101112131415161718192021222324252627282930 Whlte noise
Lag Lag
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Differencing

Occasionally the differenced data will not appear stationary and it may be
necessary to difference the data a second time to obtain a stationary series

( )"

Original Time Series: non-stationary (mean and variance) First Order Differencing: non-stationary (mean and variance)
250
200 ’J/
150 f

: 11 ; :

e AN N IMH'\/I m

A NI LA

B nwv\évynwwmw L YL AUV UL LR,

LI RE LRI U_W\fwlf}j”\/,”\f“\”f’ ikl Mi VI *’MW

* it's almost never necessary to go beyond second-order differences
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Differencing

A seasonal difference is the difference between an observation and the
corresponding observation from the previous (seasonal) cycle

Ve =Yt — Vi-F
Where F is the (seasonal) cycle frequency

The seasonal differencing removes strong and stable seasonality pattern
(and transform into a white noise the so called “seasonal random walk”,

.. V¢ = Yeor T &)

Consider that:

Sometimes it's needed to apply both “simple” first differencing and seasonal differencing
in order to obtain a stationary series
It makes no difference which is done first—the result will be the same

However, if the data have a strong seasonal pattern, it's recommended that seasonal differencing be
done first because sometimes the resulting series will be stationary and there will be no need for a
further non-seasonal differencing
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Differencing

Consider the following example where a set of differencing has been applied to
“Monthly Australian overseas visitors” TS

2 4

Original Time Series (y;) 6 Seasonal Differencing (y; — y¢-12)

g \ |

© o A

S © A ‘q“‘ b i | H I

I /\“‘ ‘V\‘ UL\ N “\\“J ( WJ ‘ "“

o o .l '\ \ “ ‘

© ‘\ ‘

- T T T T T T T T T

1985 1990 1995 2000 2005 1990 1995 2000 2005

Applying first differencing to seasonal Use log trasformation in order to stabilize the variance
differenced series (log(yo) —log(ye-1)] — [log(ye-12) — log(¥e-13)])

9

(e —ye-12] = V-1 — Ye-13])
o \ ©
-,mmw ML:

b b
lllu!'J il “J" WJ\’
J M JW‘ W’I ' NL’UJ MM\‘ J“ H‘i ‘ ‘ ‘ i The Series
| ‘ _ now appears to

J be stationary

1

———aa

—
—

0.0 0.1

| 1

-0.1

-60 40 20 0 20 40

1

1990 1995 2000 2005 1990 1995 2000 2005
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Differencing

Same example of the previous slide, but changing the differencing process order
the final result is...

Original Time Series (y;) e First Order Differencing (y; — ¥¢-1)
: 'J T T T T g: ™ T T T T
1985 1990 1995 2000 2005 1985 1990 1995 2000 2005
First Order Diff. after log transformation Applying seasonal differencing to first order
(log(ye) —log(yi-1)) differenced of log series
0 0 (log(yo) —1og(ye-1)] ~ [log(Ve-12) — log(¥e-1)])

0.0
1
0.0
1
-~

o The series
e is now
< .
< stationary
T T T T T
1985 1990 1995 2000 2005 ! ! ! '
1990 1095 2000 2005
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Component: Inspect Seasonality

Calculates (partial) autocorrelation with lagged values
In today’s example we inspect daily seasonality in the energy consumption data

ACF Plot with 95% CI

Inspect Seasonality

I Output: Autocorrelation plot
- i=

Dislog - 0311 - Inspect Seasonality (See24.. — O X 0 20 40 60 8 100 120 140 160 180 200
File |

Options  Flow Varisbles Memory Polcy  Job Manager Selection

Input: Time series to [

: _ - Local Maximum Output: Lag with maximum correlation
inspect seasonality o Lag Vatue: 26 available in the flow variable output. Local

Seasonality Cut Off 0 . .

Comsiation: 0786 maximums are listed in the data output.

R Showing 110 1 of 8 entries

B PACF Plot with 95% CI

— g Output: Partial

] e i autocorrelation plot
%.Df

0 20 40 60 80 100 120 140 160 180 200
Lag

© 2021 KNIME AG. All rights reserved.
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Component: Remove Seasonality

Removes seasonality by differencing at the selected lag

In today’s example we remove daily seasonality from the energy consumption
data

Output: Differenced ACF Plot with 95% CI
time series -
Inp;f,lt: Lag for nspect s iy R s lity  Inspect Seasonality %;z A/\A
differencing U*\
® L] o o 0 20 40 60 8 100 120 140 160 180 200
Dialog - 0:312 - Remove Seasonality - o X . alue: 1
e Output: Seasonality e
Correlation: 0.821
Input: Time series Cptrn Fow Ve | Moy Pl | 1 Monager Sk column w1101t 1 e
: : - - -
with seasonality o PACF Plot with 95% CI a
e i
duster_26 + éo:
EDO
A\ The “integer” parameter is controlled by a variable. | 2.
) . B I

nnnnnnnnnnnnnnnnn
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Component: Decompose Signal

Extract trend, first and second seasonality, and residual from time series and
show the progress of time series in line plots and ACF plots

Decompose Signal

—i

Input: Signal to
decompose

)378 - Decompose Signal -
Options  Flow Varisbles Memory Policy Job Manager Selection

Max Lags
20015

Lag Step

Correlation Cut-Off

Sgnal Column
duster 26 +

oK Apply Cancel

© 2021 KNIME AG. All rights reserved.

Output: Signal and columns for
trend, seasonality, and residual

Signal

15
s MMMMJMM
5

0 200 400 600 800 1000
Trend Removed
¢ N A
0
s 0 200 400 600 800 1000
Seasonality 1 Differenced
10 I I I I I I
o
0 200 400 600 800 1000

Seasonality 2 Differenced
10

R aamiane et e e g

0 200 400 500 800 1000

o

jgnal ACF

-1
© 0 20 40 60 30 100 120 140 150 130 200

Lag
Trend Removed ACF

. NAAAAAAAA

© 0 20 40 60 80 100 120 140 160 150 200
Lag

Seasonality 1 Differenced ACF
Output: Line
3% 5 20 4 60 8 100 120 150 160 180 200 plots and ACF

Lag

Seasonality 2 Differenced ACF plots at the
j P — —— different stages
O 0 20 4 60 80 :Zz 120 140 160 180 200 of decomposlng

Reset Apply « Close o
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Numeric Errors: Formulas

Error Metric

R-squared

Mean absolute error (MAE)

Mean squared error (MSE)

Root mean squared error (RMSE)

Mean signed difference

Mean absolute percentage error
(MAPE)

© 2021 KNIME AG. All rights reserved.

Formula

i1 (f () —)?

L i—y)?
1 n
=3 If G - il
i=1
1 n
5Z(f(xi) -2

1 n

N GEOREDE
i=1

1 n

;Z(f(x» - )

Notes

Universal range: the closer to 1 the
better

Equal weights to all distances
Same unit as the target column

Common loss function

Weights big differences more
Same unit as the target column

Only informative about the direction
of the error

Requires non-zero target column
values

nnnnnnnnnnnnnnnnn



Numeric Scorer Node

Dialog - 0:393 - Numeric Scorer . O X

Evaluate numeric predictions

Options Flow Variables Job Manager Selection Memory Policy

Compare actual target column values to reteenes e [

Predicted column || D | MA(Irregular Component) +

predicted values to evaluate goodness of fit. S

[[] Change column name

Re po rt R2 , R M S E , M AP E , etC . Output column name [MA(Irregular Component

Provide scores as flow variables

Prefix of flow variables

[[] Output scores as flow variables

oK Apply Cancel @
Statistics - 0:393 - Numeric Scorer - O X
File Hilite Navigation View
N umeric scorer Table "Scores”™ -Rows: 6 Spec - Column: 1 Properties Flow Variables
Row ID [ D] MA(trregular Component)

21 RA2 0.343
| 4 & | 4 mean absolute error 0.773
mean squared error 2,413
root mean squared error 1.553
. mean signed difference -0.003
mean absolute percentage error 7.064

Open for Innovation
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Partitioning for Time Series

When Partitioning data for training
a Time Series model it is important
your training data comes before
your test data chronologically.

This will mirror how the model is used in
deployment, always forecasting the future.

To do this make sure your data is properly
sorted and partition with the “Take from top”
option. In the KNIME node.

© 2021 KNIME AG. All rights reserved.

Partitioning

»
p OO
e

A\ Dialog - 6:397 - Partitioning
File

First partition Flow Variables Job Manager Selection Memory Policy

Choose size of first partition

(O Absolute 100 3
(@ Relative[%)] 8015
(® Take from top

(O Linear sampling

(O Draw randomly

Stratified sampling

Use random seed 1,572,291,213,7

oK Apply Cancel @
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In-Sample vs. Out-sample

Out-Sample Static In-Sample Static

Random Forsst Learner Random Forest Learner
(Ragr by Forest 2!

(Regression) Numeric Scorer
r ok (Regression)  Numeric Scorer > ;

-—:n»—» o - ®

Data used to train is the sample data
Forecasts on the sample data are called In-Sample Forecasts
Forecasts on other data are called Out-Sample Forecasts

Either Forecast is called Dynamic if it uses prior Forecasts as its inputs,
if real values are used it is called Static

© 2021 KNIME AG. All rights reserved.
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Model Evaluation

Assess the expected forecast accuracy of your model by comparing actual and
predicted time series

Training data vs. in-sample predictions
Test data vs. out-of-sample predictions

Visual comparison in a line plot: Numeric comparison by error metrics:

Forecast Comparison Forecast Comparison Forecast Accuracy
Fondom Foret UrearRogresson Comparison of Different Methods
" "
. . mean mean root mean mean mean absolute
. s absolute  squared  squared signed percentage
i j Name Time R*2 error error error difference error
20100818 woron Fe s TN m00sz LSTM oMinutes | 03 1.241 2858 1.964 0982 015
= roacton = sgna Jee— 39 Seconds
Forecast Comparison Forecast Comparison Random  SMinses 098 0458 0.385 062 0.16 0.079
. ‘s Forest 19 Seconds
14 "
» M Linear OMinutes7 098 0451 0.394 0628 0.159 0.074
" o Regression  Seconds
. .
: N ARIMA 27Minutes 098 0441 0377 0614 0203 0.072
aonests 00520 Fr 2 e 200820 wiaoes 24 Seconds
oo "o
“paton = st " praton =St Seasonal  OMinutes3  0.979  0.436 0.397 063 0111 0.069
Forecast Comparison Forecast Comparison Naive Seconds
o Lsm
pe ‘s
M " Mean OMinutes3 098 0444 0.381 0617 021 0.072
2 = Seconds
» w
: : Showing 1 10 6 of 6 entries
. .
2 201008-18 20100920 20100923 20100918 2010-09-20 20100923
Towid o
[Eee—— [P p—

Reset Apply |« Close o

Reset| Aony = Close |~

Open for Innovation
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Exercise 2: Inspecting and Removing Seasonality

Use ACF plots to inspect seasonality
from energy consumption data

Remove seasonality and check
again the ACF plot

Compare hourly energy consumption
values before and after removing
seasonality

Optional: split energy consumption data
into a trend, seasonality, and residual

© 2021 KNIME AG. All rights reserved.

Time Series Analysis
02. Inspecting & Removing Seasonality

Summary:
In this exercise we’'ll explore seasonality in the time series using conditional box plots
and the (P)ACF plots.

Instructions:
1) Run the workflow up through the Missing Value node, this is where we left off in the
previous exercise

2) Use the Inspect Seasonality Component to kook at the ACF and PACF plots of the
Time Series. Do we have any Seasonality?

3) Use the Remove Seasonality Component to remove the seasonality we discovered

4) Apply another copy of the Inspect Seasonality component after the removal. Does
the ACF plot look better?

5) Use the Extract Date&Time Fields node to extract the Hour from the timestamp (Row
ID column) after the Missing Value node

6) Use the Number to String node to convert the Hour values into string

7) Use the Conditional Box Plot node to visualize the Energy Usage by hour, do we see
a pattern?

8) Repeat steps 5-7 after the Remove Seasonality component, does it look better?

Optional) Use the Decompose Signal component after the Missing Value node and
look atthe view
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Agenda

Quantitative Forecasting: Classical techniques
ARIMA Models: ARIMA(p,d,q)

© 2021 KNIME AG. All rights reserved.
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Exercise 2: Inspecting and Removing Seasonality

Time Series Analysis

Use ACF plots to inspect seasonality 02. Inspecting & Removing Seasonality
from energy consumption data Summary: e e senee v condtonat b
n this exercise we’ explore seasonality In the time series using conditional box plots
Remove seasonality and check again nete Ererpes
Instructions:
the ACF p lot 1) Run the workflow up through the Missing Value node, this is where we left offin the
previous exercise
Com pare hou rIy energy consum ptl on 2) Use the Inspect Seasonality Component to kook atthe ACF and PACF plots of the
. Time Series. Do we have any Seasonality?
values before and after removing ) -
. 3) Use the Remove Seasonality Component to remove the seasonality we discovered
Seaso n al Ity 4) Apply another copy of the Inspect Seasonality component after the removal. Does

the ACF plot look better?

Optlonal Spl It energy Consu m ptlon 5) Use the Extract Datg&Time Fields node to extractthe Hour from the timestamp (Row
data Into a trend, Seasonallty, and ID column) after the Missing Value node

H 6) Use the Number to String node to convert the Hour values into string
residual

7) Use the Conditional Box Plot node to visualize the Energy Usage by hour, do we see
a pattern?

8) Repeat steps 5-7 after the Remove Seasonality component, does it look better?

Optional) Use the Decompose Signal component after the Missing Value node and
look atthe view

nnnnnnnnnnnnnnnnn
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Quantitative Forecasting
Classical Techniques



Qualitative vs. Quantitative

The approaches to forecasting are essentially two: qualitative approach and
quantitative approach

Qualitative forecasting methods are adopted when historical data are not
available (e.g. estimate the revenues of a new company that clearly doesn't
have any data available). They are highly subjective methods.

Quantitative forecasting techniques are based on historical quantitative data;
the analyst, starting from those data, tries to understand the underlying
structure of the phenomenon of interest and then to use the same historical
data for forecasting purposes

nnnnnnnnnnnnnnnnn

© 2021 KNIME AG. All rights reserved. KNIME




Quantitative forecasting

The basis for quantitative analysis of time series is the assumption that there are
factors that influenced the dynamics of the series in the past and these factors
continue to bring similar effects in also in the future

Main methods used in Quantitative Forecasting:

Classical Time Series Analysis: analysis and forecasts are based on identification of
structural components, like trend and seasonality, and on the study of the serial
correlation — univariate time series analysis

Explanatory models: analysis and forecasts are based both on past observations of the
series itself and also on the relation with other possible predictors = multivariate time
series analysis

Machine learning models: Different Artificial Neural Networks algorithms used to
forecast time series (both in univariate or multivariate fashion)

nnnnnnnnnnnnnnnnn
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Classical Time Series Analysis

The main tools used in the Classical Time Series Analysis are:

Classical Decomposition: considers the time series as the overlap of several
elementary components (i.e. trend, cycle, seasonality, error)

Exponential Smoothing: method based on the weighting of past observations,
taking into account the overlap of some key time series components (trend and
seasonality)

ARIMA (AutoRegressive Integrated Moving Average): class of statistical models
that aim to treat the correlation between values of the series at different points in
time using a regression-like approach and controlling for seasonality

nnnnnnnnnnnnnnnnn
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Which model?

The choice of the most appropriate method of forecasting
is influenced by a number of factors, that are:

Forecast horizon, in relation to TSA objectives
Type/amount of available data

Expected forecastability

Required readability of the results

Number of series to forecast

Deployment frequency of the models
Development complexity

Development costs

© 2021 KNIME AG. All rights reserved.
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Naive Prediction

Predict values by the most recent known value

yT+h|T =Yr, Lag Column
where y; is the most recent known value and h=1,2,3 — Ui »—

Best predictor for true random walk data

-
o

L A O T - )

2009-07-25 2009-67-31 200@08-05 2008-08-11
Date

= Mean = Signal| = Naive

© 2021 KNIME AG. All rights reserved.
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Naive seasonal Prediction

Predict values by the most recent known value Lag Column

YT+h|T = YT+h-m(k+1)> —» U »—

where m is the seasonal period, and k is the integer part of (h—1)/m (i.e., the
number of complete years in the forecast period prior to time T+h).

For example, with hourly data, the forecast for all future 6pm values is equal to
the last observed 6pm value.

Best predictor for seasonal random walk data

2009-07-25 2009-07-31 2009-08-05 2009-08-11

= Mean = Signal = Irregular Component(-24)

nnnnnnnnnnnnnnnnn
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Interpretation issues

IMPORTANT: Remember that quantitative data ARE NOT JUST NUMBERS..
.. they have a story to tell, especially if your data are time series!

So.. always try to understand what’s going on from a logical/business point
of view: try to give an interpretation to the observed dynamics!

Peak Break-Up Times

According to Facebook status updates

[ 2 weeks before Ml
([ winter holidays [ V)

Valentine’ s Day ) \ April Fool's Day summer (‘»_.“ |
| ‘ holiday
Example 1: A Mondays Mg
| U1
\ M|
can you draw Yy | “ Christmas ‘ !
something useful N\ | A A “toocruel” _J ‘
looking at this N VY VAVN V.V A
series? NV : Ahas \
|
JAN FEB MAR APR MAY JUN JUL AUG SEP 0CT NOV DEC
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ARIMA Models

ARIMA(p,d,q)



Goal of this Section

Introduction to ARIMA
ARIMA Models

ARIMA Model selection
ARIMAX

© 2021 KNIME AG. All rights reserved.
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Exponential Smoothing vs. ARIMA

While exponential smoothing models are based on a description of level, trend and sea-
sonality in the data, ARIMA models aim to describe the autocorrelations in the data

REMINDER: Just as correlation measures the amount of a linear relationship
between two variables, AUTOCORRELATION measures the linear relationship
between lagged values of a time series

There are several autocorrelation coefficients, depending on the lag length

r, measures the relationship between y, and y;_;, r, measures the relationship
between y, and y;_,, and so on

Before starting with ARIMA models is useful to give a look to a preliminary concept:
what is a linear regression model?

nnnnnnnnnnnnnnnnn
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ARIMA Models: General framework

An ARIMA model is a numerical expression indicating how the observations of a target
variable are statistically correlated with past observations of the same variable

ARIMA models are, in theory, the most general class of models for forecasting a time series which
can be “stationarized” by transformations such as differencing and lagging

The easiest way to think of ARIMA models is as fine-tuned versions of random-walk models: the fine-
tuning consists of adding lags of the differenced series and/or lags of the forecast errors to the
prediction equation, as needed to remove any remains of autocorrelation from the forecast errors

In an ARIMA model, in its most complete formulation, are considered:
An Autoregressive (AR) component, seasonal and not

A Moving Average (MA) component, seasonal and not
The order of Integration (l) of the series

That’s why we call it ARIMA (Autoregressive Integrated Moving Average)

nnnnnnnnnnnnnnnnn
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ARIMA Models: General framework

The most common notation used for ARIMA models is:
ARIMA(p,d,q) (P,D,Q)s

where:
p is the number of autoregressive terms
d is the number of non-seasonal differences
q is the number of lagged forecast errors in the equation
P is the number of seasonal autoregressive terms
D is the number of seasonal differences
Q is the number of seasonal lagged forecast errors in the equation
s is the seasonal period (cycle frequency using R terminology)

In the next slides we will explain each single component of ARIMA models!

© 2021 KNIME AG. All rights reserved.
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ARIMA Models: Autoregressive part (AR)

In a multiple regression model, we predict the target variable Y using a linear
combination of independent variables (predictors)—> In an autoregression model,

we forecast the variable of interest using a linear combination of past values of the
variable itself

The term autoregression indicates that it is a regression of the variable against itself
An Autoregressive model of order p, denoted AR(p) model, can be written as

Ve =CH+ P1Yeq1 + D2Vi2 + o+ Py +E;

Where:

y. = dependent variable

Ye-1,Ye-2, -, Ye—p= independent variables (i.e. lagged values of y, as predictors)
01, ¢o, ..., ¢, = regression coefficients

.= error term (must be white noise)

nnnnnnnnnnnnnnnnn
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ARIMA Models: Autoregressive part (AR)

Autoregressive simulated process examples:

AR(1) process example (¢1=0.5) AR(2) process example (¢,=0.5, ¢,=0.2)

0 20 40 60 80 100 0 20 40 60 80 100

Time Time

Consider that, in case of AR(1) model:
When ¢, = 0, y, is a white noise
When ¢, = 1 and ¢ = 0, y, is a random walk
In order to have a stationary series the following condition must be true: —1 < ¢, < 1

© 2021 KNIME AG. All rights reserved.
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ARIMA Models: Moving Average part (MA)

Rather than use past values of the forecast variable in a regression, a Moving
Average model uses past forecast errors in a regression-like model

In general, a moving average process of order q, MA (q), is defined as:

Ve =Ct+ & + 0169+ 026 5+ +0,6_
The lagged values of ¢; are not actually observed, so it is not a standard regression

Moving average models should not be confused with moving average smoothing
(the process used in classical decomposition in order to obtain the trend
component)> A moving average model is used for forecasting future values while
moving average smoothing is used for estimating the trend-cycle of past values

nnnnnnnnnnnnnnnnn
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ARIMA Models: Moving Average part (MA)

Moving Average simulated process examples:

MA(1) process example (6,=0.7) MA(2) process example (6,=0.8 , 6,=0.5)
™
~ 4
o~ ) (
T -7 || / \I\ W/\/{’\f
N \
7 o - \ L \J‘V'
\ \\
- \
A \
V
o | J |
o [ y
("I') —
[ap T
T T T T T T !
0 20 40 60 80 100 T T T T T :
0 20 40 60 80 100
Time

Time

Looking just the time plot it's hard to distinguish between an
AR process and a MA process!

nnnnnnnnnnnnnnnnn
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ARIMA Models: ARMA and ARIMA

If we combine autoregression and a moving average model,
we obtain an ARMA(p,q) model:

Vi = CH+P1Yi1 +P2Yro + o+ PpYep + 0161 + 0265 + - +0,6_, + &

To use an ARMA model, the series must be STATIONARY!

If the series is NOT stationary, before estimating and ARMA model, we need to apply one or more
differences in order to make the series stationary: this is the integration process, called I(d), where d=
number of differences needed to get stationarity

If we model the integrated series using an ARMA model, we get an ARIMA (p,d,q) model where
p=order of the autoregressive part; d=order of integration; g= order of the moving average part

nnnnnnnnnnnnnnnnn
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ARIMA Models: ARMA and ARIMA

ARIMA simulated process examples

ARMA(2,1) process example, equal to ARIMA(2,0,1) ARIMA(2,1,1) process example (¢1=0.5, ¢,=0.4, 6,=0.8)
(¢1=0.5, ¢,=0.4, 6,=0.8)
2
© -
o |
< )
~ 4
o |
o™~
o 4
QA ©
Y —
o
Q 4
(9 | 1
T T T T T | T T T T
0 50 100 150 200 0 50 100 150 200
Time Time
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ARIMA Models: Model identification

General rules for model indentification based on ACF and PACF plots:

The data may follow an ARIMA(p, d, 0) model if the ACF and PACF plots of the
differenced data show the following patterns:

the ACF is exponentially decaying or sinusoidal

there is a significant spike at lags p in PACF, but none beyond lag p

The data may follow an ARIMA(O, d, q) model if the ACF and PACF plots of the

differenced data show the following patterns:
the PACF is exponentially decaying or sinusoidal
there is a significant spike at lags q in ACF, but none beyond lag q

For a general ARIMA(p, d, q) model (with both p and q > 1) both ACF and PACF plots show
exponential or sinusoidal decay and it's more difficult to understand the structure of the model
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ARIMA Models: Model identification

Specifically:

TIME SERIES

AR(1)

AR(p)

MA(1)

MA(q)

© 2021 KNIME AG. All rights reserved.

ACF

Exponential decay:

From positive side or
alternating (depending on the
sign of the AR coefficient)

Exponential decay or alternate
sinusoidal decay

Peak at lag 1, then decays to
zero: positive peak if the MA
coefficient is positive, negative
otherwise

Peaks at lags 1 up to q

PACF

Peak at lag 1, then decays to
zero: positive peak if the AR
coefficient is positive, negative
otherwise

Peaks at lags 1 up to p

Exponential decay:

From positive side or alternating
(depending on the sign of the MA
coefficient)

Exponential decay or alternate
sinusoidal decay
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ARIMA Models: Model identification

CF

AR(2): ®1>0, ®2>0 ‘ g

AR(2): P1<0, $2>0 ‘

© 2021 KNIME AG. All rights reserved.
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ARIMA Models: Model identification

MA(1): 81>0 ‘

MA(1): 81<0 ‘
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ACF

ACF

01 00 01 02 03 04 05
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Partial ACF
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ARIMAX Models: Adding explicative variables

A special case of ARIMA models allows you to generate forecasts that depend on
both the historical data of the target time series (Y) and on other exogenous
variables (X, )—> we call them ARIMAX models

This is not possible with other classical time series analysis techniques (e.g. ETS), where the
prediction depends only on past observations of the series itself

The advantage of ARIMAX models, therefore consists in the possibility to include additional
explanatory variables in addition to the target dependent variable lags

Yt = C+ ¢1Yt—1 + + Q)pyt_p + Glgt—l + + qut—q + ﬁle +ﬁ2X2 + + IBka + gt

e /

AUTOREGRESSIVE MOVING AVERAGE EXPLICATIVE VARIABLES ERROR TERM

the forecast depends the forecast depends on Independent variables that White noise (i.i.d, 0
on past observations the past errors (the provide additional information, mean and constant
(weighted with the difference between the useful to improve prediction: variance)
regression observed value and you can add also LAGGED

coefficients) estimated value) effect of explicative variables!!

nnnnnnnnnnnnnnnnn
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ARIMA Models: Seasonal ARIMA

A seasonal ARIMA model is formed by including additional seasonal terms
in the ARIMA models we have seen so far

ARIMA(p,d,q) (P,D,Q)s
S

T T

Non-seasonal part Seasonal part

( of the model > ( of the model )

where s = number of periods per season (i.e. the frequency of seasonal cycle)

We use uppercase notation for the seasonal parts of the model, and lowercase
notation for the non-seasonal parts of the model

As usual, d / D are the number of differences/seasonal differences necessary
to make the series stationary

nnnnnnnnnnnnnnnn
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ARIMA Models: Seasonal ARIMA identification

The seasonal part of an AR or MA model will be seen in the seasonal lags of the
PACF and ACF

For example, an ARIMA(0,0,0)(0,0,1),, model will show:
A spike at lag 12 in the ACF but no other significant spikes
The PACF will show exponential decay in the seasonal lags; that is, at lags 12, 24, 36, ...

Similarly, an ARIMA(0,0,0)(1,0,0);, model will show:  example of 4ri14(0,0,0)(1,00),, process

CF

--------- S

| 1l 1l -
L L AL L L ]I'I!"

ACF

A single significant spike at lag 12 in the PACF

Exponential decay in the seasonal lags of the ACF ‘

-10 05 00 05 1

Partial A
-10 -05 00 05 1.0

nnnnnnnnnnnnnnnn
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ARIMA Models: estimation and AIC

Parameters estimation
In order to estimate an ARIMA model, normally it's used the Maximum Likelihood Estimation (MLE)

This technique finds the values of the parameters which maximize the probability of obtaining the
data that we have observed - For given values of (p, d, q) (P, D, Q) (i.e. model order) the algorithm will
try to maximize the log likelihood when finding parameter estimates

ARIMA model order

A commonly used criteria to compare different ARIMA models (i.e. with different values for (p,q) (P,Q) but

fixed d , D ) and to determine the optimal ARIMA order, is the Akaike Information Criterion (AIC)
AIC = —2log (Likelihood) + 2(p)

where p is the number of estimated parameters in the model
AIC is a goodness of fit measure

The best ARIMA model is that with the lower AIC - most of automatic model selection method
(e.g auto.arima in R) uses the AIC for determining the optimal ARIMA model order

nnnnnnnnnnnnnnnnn
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ARIMA Model selection criteria: Manual procedure (outline)

After preliminary analysis (and time series transformations, if needed),
follow these steps:

(1) Obtain stationary series using differencing

(2) Figure out possible order(s) for the
model looking at ACF (and PACF) plot

(3) Compare models from different point of
view (goodness of fit, accuracy, bias, ...)

© 2021 KNIME AG. All rights reserved. ip(enﬁnlemﬁ E



ARIMA Model selection criteria: Manual procedure (details)

After preliminary analysis (and time series transformations, if needed),

follow these steps:

If the series is not stationary, use differencing (simple and/or seasonal) in order to obtain a
stationary series - together with graphical analysis, there are specific statistical tests (e.g. ADF)
useful to understand if the series is stationary
Examine the ACF/PACF of the stationary series and try to obtain an idea about residual
structure of correlation - Is an AR(p) / MA(q) model appropriate or you need more complex
model? Do you need to model the seasonality using seasonal autoregressive lags? It is frequent
that you need to consider more candidate models to test
Try your chosen model(s)*, and use different metrics to compare the performance:

Compare goodness of fit using AIC

Compare accuracy using measures like MAPE (in-sample and out-of-sample!)

Model complexity (simple is better!)

Finally, check the residuals from your chosen model by plotting the ACF of the residuals and doing
some test on the residuals (e.g. Ljung-Box test of autocorrelation) = they must be white noise
when the model is ok!

* Always consider slight variations of models selected in point 2: e.g. vary one or both p and q from current model by 1

nnnnnnnnnnnnnnnnn
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Component: ARIMA Learner

Learns ARIMA model of specified orders on selected target column.

Input: Time
series, } 4
o Dialog - 0:393 - ARIMA Learner - 0 X
specified Output: ARIMA model
orders, Cotors o i ey Py 5 g Sdcin
estimation —— [FowD e |
method e RMSE 0.85
| MAE 0.48
AR Order () MAPE 5.47
R2 0.81
ARIMA Learner ) Log Likelihood -12699.09
s . Output: Model A ret06
—m performance statistics Bic 25435
MA Order (@) ® AR.L1.D.Irregular Component 0.90
AR.L1.D.Irregular Component Std Error 0.005
Estmation Method MA.L1.D.Irregular Component 0.008
l — MA.L1.D.Irregular Component Std Error 0.01
Output: Model
. hovly =l [ residuals

Open for Innovation
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Component: ARIMA Predictor

Generates number of forecasts set in configuration and in-sample predictions
based on range used in training

Checking the dynamic box will use predicted values for in-sample prediction

0.415 0.849
0.373 1.145
Input:
ARI MA Dialog - 0:0 - ARIMA Predictor - a X Output 0.334 1.337
File
Model Forecasted 0.300 1.473
Options  Flow Variables Memory Policy Job Manager Selection ValueS and their 0.269 1.574
Number of periods to forecast standard errors 0.242 1.651
6435
Predict ARIMA Predictor
differenced - — [ im-sample frecast |
(linear) or original = . 0017
(level) time series '
f | > 0 Type 0.015
' o Output: In-sample oot
@ levels predictions
0.013
0.011
OK Apply Cancel ©)

nnnnnnnnnnnnnnnnn
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Component: Auto ARIMA Learner

Creates all combinations of ARIMA Models up to specified Orders.
Select best model based on either AlC or BIC.

Can take a long time to execute due to brute force approach.

, Dialog - 0:391 - Auto ARIMA Learner (change ...  — o X Output: ARI MA model
Optons  Flow Varisbles  Memory Policy  Job Manager Selection ‘
= , [Fow ke
Irregular Component Input: Time RMSE 0.85
Max AR Orcer series MAE 0.48
5k MAPE 5.47
o Auto ARIMA Leammer Output: Model -
o »’E performance statistics ARMAIL, 0) NaN
Max MA Order Log Likelihood -12699.41
= = and the best model A .
Estimation Method BIC 25426
css-mie AR.L1.D.Irregular Component 0.90
Search Criterion AR.L1.D.Irregular Component Std Error 0.004
ac o Output: Model
residuals
oK Apply Cancel

nnnnnnnnnnnnnnnnn
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Component: Analyze ARIMA Residuals

Inspect ACF plot, residuals plot, Ljung-Box test statistics, and normality
measures — are residuals stationary and normally distributed?

Input: ARIMA

residuals ARIMA Predictor
ARIMA Learne: / °
Analyze ARIMA
e Residuals
L
Dialog - 0:436 - Analyze ARIMA Residuals - a X
File

Opbons  Flow Variables Memory Policy Job Manager Selection

Select column:
residuadls +

Number of ARIMA parameters (degrees of freedom):
8%

oK Apply Cancel 2

© 2021 KNIME AG. All rights reserved.

Auto Correlation of Residuals

0
sD
ED
§ o2
E 4
2

0

o4

2 4 60 8 100 12 W0 w0 10 200 29 200
Lag

LB-Test for Stationarity

Lag  LB-Test Statistics Stationarity Assumption (p=0.05)

1 0.004 NaN
42859 NaN
3 119.59% rejected
126.269 rejected
5 12972 rejected
6 129929 rejected
7 131.501 rejected
8 195.135 rejected
9 311.37 rejected
10 399.822 rejected

Reset Apply

Residual Plot

[ 1000 2000 3000 4000 5000 6000

7000 8000 9000 10000 11000 12000

Row Index

Normality of Residuals

JB-Test
Mean Variance Skewness Kurtosis Statistics

0.00 166 -0.24 14.17 10591471

Output: ACF plot of
residuals, LB-test
statistics

ing 110 10f 1 entries

= residuals = zero

Normality
Assumption

(p=0.05) Histogram

rejected

Ml

Output: Residuals
plot, normality
measures

-1
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ARIMA Performance Comparison

(2,1,1) vs (1,0,0) vs (0,1,0)

ARIMA(p,d,q) RA2 AIC
ARIMA(2,1,1) 0.798 25,899
ARIMA(1,0,0) 0.808 25,405
ARIMA(0,1,0) 0.798 25,924

© 2021 KNIME AG. All rights reserved.

MAPE

6.073

5.466

6.048

RMSE

0.870

0.871

0.871
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Exercise 3: ARIMA Models

Train a model with both the ARIMA gm; ;‘»IW:“ ﬁg:gsis
Learner and Auto ARIMA Learner. . '
ummary:

Generate a Forecast for each mOdel In this exercise we'll train and score two ARIMA models.
using the ARIMA Predictor. Instructions:

1) Run the workflow up through the Decompose Signal component, we'll start this
exercise from here

Score your forecasts.
Analyze ARIMA residuals.

2) Partition the data using the Partioning node. Let's use an 80/20 split. Make sure
you check the box to take data from the top. This is important with time series data.

3) Apply both the ARIMA Learner and Auto ARIMA Learner components to the residual
column in the output from the Decompose Signal component. Note that the Auto
ARIMA can take quite a while to run, so be careful to keep the settings low for now.

4) Use an ARIMA Predictor component after the learners, you can configure the
number of values you want to forecast here.

5) Attach the Forecast output from the ARIMA Predictor to the top port of the scoring
metanode and the other half of our Partitioning node to the bottom. Run the scoring
metanode and look at the results. Try this with different numbers of forecasted values.
Do the scores change?

6) Analyze the residuals of the ARIMA model with the Analyze ARIMA Residuals
component. What can you say about the residuals?

Open for Innovation
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Agenda

Machine Learning based Models
Hyperparameter Optimization
Quick Look at LSTM Networks

Example of Time Series Analysis on Spark
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Exercise 3: ARIMA Models

Train a model with both the ARIMA g?smz gﬁ;{.\::gsis
Learner and Auto ARIMA Learner. . '
ummary:

Generate a Forecast for each mOdel In this exercise we’'ll train and score two ARIMA models.
using the ARIMA Predictor. Instructions:

1) Run the workflow up through the Decompose Signal component, we'll start this
exercise from here

Score your forecasts.
Analyze ARIMA residuals.

2) Partition the data using the Partioning node. Let's use an 80/20 split. Make sure
you check the box to take data from the top. This is important with time series data.

3) Apply both the ARIMA Learner and Auto ARIMA Learner components to the residual
column in the output from the Decompose Signal component. Note that the Auto
ARIMA can take quite a while to run, so be careful to keep the settings low for now.

4) Use an ARIMA Predictor component after the learners, you can configure the
number of values you want to forecast here.

5) Attach the Forecast output from the ARIMA Predictor to the top port of the scoring
metanode and the other half of our Partitioning node to the bottom. Run the scoring
metanode and look at the results. Try this with different numbers of forecasted values.
Do the scores change?

6) Analyze the residuals of the ARIMA model with the Analyze ARIMAResiduals
component. What can you say about the residuals?

Open for Innovation
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Machine Learning based Models
Lag Column + Regressions



Using Machine Learning Techniques

Use Lag Column Node(s) to

create features

Lagged Columns for input
Original Column for target

When Partitioning make sure
data is sorted and take from top

© 2021 KNIME AG. All rights reserved.

Linear Regression

Lag Column Learner

|

> LIt » >
Partitioning/ L & Regression
oD » Predictor
— P\Lag Column }

@
> Uk » -

A\ Dialog - 0:449 - Lag Column
File

} Dialog - 0:450 - Partitionin
Configuration  Flow Variables Job Manager Selection Memory Policy A Dialog g

File
Column tolag || D| duster_26 +
Lag 10k First partition  Flow Variables Job Manager Selection Memory Policy
Choose size of first partition
Lag interval 15 O Absolute e
solu 00 <
Skip initial incomplete rows @ Relative[%] 5012
) 5
Skip last incomplete rows @ Take from to
ake from top
(O Linear sampling
oK Apply Cancel ® (O Draw randomly

Stratified sampling

Use random seed 1,572,272,033,1

oK Apply Cancel @
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Useful Models on lagged inputs

Regression Trees and Forests

Linear and Polynomial
Regression

Deep Learning
Options with Spark, H20,

XGBoost, Keras, and
TensorFlow

© 2021 KNIME AG. All rights reserved.

Simple Regression
Tree Learner

> il
o

Random Forest Learner
(Regression)

<
> e
[ ]

Gradient Boosted Trees
Learner (Regression)

e m
®

Linear Regression
Learner

»M:
[ ]

Polynomial
Regression Learner

u
> <
FW >
[ ]
Keras LSTM Layer

e

A\ Dialog - 0:451 - Linear Regression Learner = m} X
File
Settings  Flow Variables Job Manager Selection Memory Policy
Target
|D| duster_26 v
Values
(® Manual Selection () Wildcard/Regex Selection
Exdude Indude
Y riter Fiter
No columns in this st > |D] duster_26(-1)
|D| duster_26(-2)
|D| duster_26(-3)
» |D| duster_26(-4)
|D| duster_26(-5)
< |D| duster_26(-6)
|D| duster_26(-7)
« |D| duster_26(-8)
|D| duster_26(-9)
|D| duster_26(-10)
(® Enforce exdusion (O Enforce indusion
Regression Properties
[[] Predefined Offset Value: 0
Missing Values in Input Data Scatter Plot View
(® Ignore rows with missing values. First Row: 15
(O Fail on observing missing values. Row Count: 20,0005
oK Apply Cancel ®

Open for Innovation
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Recap: Lag Column Node

Append past values as new columns Lag Column

. . —pp [ P
Shift cells / (lag interval) steps up !
. . .
Duplicate the lag column L (lag value) times.
: * *
In each column the rows are shifted /, 27, .., L*l steps up
Dialog - 3:301 - Lag Column (10 previous h... - O X Output - 3:301 - Lag Column - O X
File File Hilite Navigation View
Configuration Flow Variables Job Manager Selection Memory Policy Table "default™ - Rows: 12646  Spec - Columns: 8 Properties Flow Variables
Row ID row ID [D] 1rregular Component |[D] Irregular Component(-1) || D |ifregularComponent(-2)
i Row194 2008-07-23T02... |ovs|ove|vvn]orn 0.1 0.251 0.019 ~
olumn tolag ||D|Irregular Component
Row195 2008-07-23T03... |vv.|ers|ors|-..|-0.014 0.1 0.251
Lag 2B Row196 2009-07-23T04... |o..|-..|-..|...|0. 183 -0.014 0.1
) ~ Row197 2009-07-23T05... |vv.|eve|or.|-..|0.228 0.183 -0.014
Laginterval = Row198 2009-07-23T06... |vv.|vvs|ove|nn|0.373 0.228 0.188
[] Skipinitil incomplete rows Row199 2009-07-23T07... |vv.|vv.|vr.]o.|0. 158 -0.373 0.228
Row200 2008-07-23T08... |vv.|evs|...|-..|0. 183 0.158 0.373
[ skip last incomplete rows Row201 2009-07-23T08... |..|»..|-..|-..[0.757 0.183 0.158
Row202 2009-07-23T10... |vv.|evs|ov.|-..|0.507 0.757 0.183
Row203 2009-07-23T1L... |vv.|ers|ors|-n.|1. 148 0.507 0.757
Row204 2009-07-23T12... |vv.|vvu|ors]or|0. 106 1.148 0.507
Row205 2008-07-23T13... |vv.|evs|ors|or| 1437 0.106 1.148
oK Aply Cancel ©) Row206 2009-07-23T14... |o..|vv.|v..|-..|0.628 1.437 0.106 ”

Open for Innovation
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Hyperparameter Optimization



Performance on Tree Depth

1 v 10 v 100 performance
Can we automate the selection?

Max Tree Depth R”2

1 0.495
10 0.954
100 0.957

© 2021 KNIME AG. All rights reserved.

MAPE

8.65

2.918

3.16

RMSE

2.45

.7136

0.713

nnnnnnnnnnnnnnnnn



Hyperparameter Optimization

Some modeling approaches are very sensitive to their configuration.
Calculating optimum settings is not always possible.
Hyperparameter Optimization loops may help find a good configuration

Parameter Optimization
Loop Start Random Forest Learner
Regression
I it
> o >
[ . .

Random Forest Predictor Table Column Parameter
[ ] (Regression) Numeric Scorer to Variable Optimization Loop End

I—»'&» > [} o >

0.»

nnnnnnnnnnnnnnnnn
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New Node: Parameter Optimization Loop Start

Define some parameters to optimize
Set upper/lower bounds and step sizes P Ortimization

(and flag integers) - .\

. . . L]
Choose an optimization method Define Parameters
. Dialog - 0:369 - Parameter Optimization Loop Start — O X

Brute force for maximum accuracy but slower File

Computatlon Standard settings  Flow Variables Job Manager Selection Memory Policy

Hillclimbing for better faster runtimes but may get Feene B R b

stuck in local optimum settings e h T 5 &

Random search to randomly search for T Addnew paramete

parameter values within a given range SRR T

i . . . [[JRandom seed H:u :n ::ce

Bayesian Optimization (TPE) et s Fardom search
Max. number of iterations Bayesien Oplskmion (WFE) 2505
Number of warm-up rounds 5015
Gamma 0.25-%
Number of candidates per round 305

0K Apply Cancel ©)

nnnnnnnnnnnnnnnnn
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New Node: Parameter Optimization Loop End

Collects a value to optimize as flow variable.

Value may be maximized (accuracy)
or minimized (error)

W Flow Variables  Job Manager Selection = Memory Policy
Parameter
Optimization Loop End Flow variable with objective function value Accuracy ]
»
_— Function should be... imi
@ .ﬁ?‘ © maximized
&l inimized
o minimize
Collect Accuracy
OK Apply Cancel ©)

© 2021 KNIME AG. All rights reserved.
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Time Series Analysis with LSTM
Units in Deep Learning Networks



What is Deep Learning?

Deep Learning extends the family of Artificial Neural Networks with:
Deeper architectures
A few additional paradigms, e.g. Recurrent Neural Networks (RNNSs)

The algorithms to train such networks are not new, but they have been enabled
by recent advances in hardware performance and parallel execution.

nnnnnnnnnnnnnnnnn

© 2021 KNIME AG. All rights reserved. KNIME



Feed-Forward vs. Recurrent Neural Networks

x1

X2
x3

x4 y1

x5

2
X6 y

X7
y3
x8

x9

x10

x11

nnnnnnnnnnnnnnnnn
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Unrolling RNNs through time

ql

> —(3)
C

> —3)
!

1
S S g

Image Source: Christopher Olah, “Understanding LSTM Networks”
https://colah.github.io/posts/2015-08-Understanding-LSTMs/

T

A

b

Capture the dynamics of a sequence through a loop connection

RNNSs are not constrained to a fixed sequence size
Trained via BPTT (Back-Propagation Through Time)

© 2021 KNIME AG. All rights reserved.
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https://colah.github.io/posts/2015-08-Understanding-LSTMs/

LSTM = Long Short Term Memory Unit

Special type of units with three gates
Input gate
Forget gate
Output gate

R S

r 2 W N
> — ® > >
@anid
A @ PP A
[ 0 | [tanh] [ O]
> > >
| 5 y 9 2
| Forget Input Output l
© [w e [=wle

Image Source: Christopher Olah, “Understanding LSTM Networks”
https://colah.github.io/posts/2015-08-Understanding-LSTMs/

© 2021 KNIME AG. All rights reserved.
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The KNIME Keras Integration for Deep Learning

The KNIME Deep Learning intergation that we will use is based on Keras

We need to install:
KNIME Deep Learning Keras Integration

Keras
Python

The Keras integration includes: |
Activation Functions
Neural Layers (many!!!) Ke ras""--‘,x
Learners / Executors
Layer Freezer |

Network Reader/Writer /¥ Tensor
Network Converter to TensorFlow

@ python

nnnnnnnnnnnnnnnn
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LSTM based Architecture

Keras Input Layer Keras LSTM Layer Keras Dense Layer

e @ -
K LSTM units
Lag Column
e g
o X(t-n) - x(t-2)x(t-1) x(t)
RelLu

© 2021 KNIME AG. All rights reserved.
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LSTM based Networks: Deep Learning nodes

Rifem

£ Node Repository

v Keras
v 2 Layers
=% Advanced Activations
=% Convolution
v =% Core

8 Kerac Actinsatinn |avar
3 Keras Actnvnty Regulanzatlon Layer
¥E Reras Do oy
$ Keras Dropout Layer
R Keras Flatten Layer
%X Keras Input Layer
$ Keras Masking Layer
3 Keras Permute Layer
$ Keras Repeat Layer
$ Keras Reshape Layer

=% Embedding

=2 Locally Connected

=2 Merge

=% Noise

=% Normalization

=2 Pooling

v =% Recurrent

$ Keras Convolutional LSTM 2D Layer
$ Keras CuDNN GRU Layer
%X Keras CuDNN LSTM Layer
$ Keras GRU Layer

Qv.

imeya
3 Keras Simple RNN Layer
$ Keras ConeciLayer
$ Keras Freeze Layers
3 Keras Network Executor

Karar et

-1 =arner
$ Keras Network Reader
I Neros icteoin Venicer
$ Keras Set Output Layers
v ‘¢ TensorFlow
3 Keras to TensorFlow Network Converter

© 2021 KNIME AG. All rights reserved.

In: Supplementary Workflows/02_LSTM_Networks

Time Series Analysis
07. LSTM Network

Summary:
In this exercise we'll define an LSTM Network Architechure to train and deploy on the Time Series.

Instructions:
1) Run the workflow up through the Partitioning node, we'll start from here.

2) Before we can train our network we need to define its architecture. First place the Keras Input Layer node,

this defines the shape of the input data. Use shape [ ?, 200 ] for our 200 lags with a time dimension as well
for the LSTM

3) The next layer will be the LSTM layer, place a Keras LSTM Layer node to represent this.

4)To implementthe exponential smoothing model, use the moving average node. Selectthe simple
exponential as the type of moving average and irregular component as the column

5) To implement the naive model, use the lag column node, this will duplicate the selected column (irregular
component) with some amount of row lag. Set lag interval, and lags both to 1

6) Attach a Numeric Scorer to the end of steps 3-5 and look at the results.

Data Loading Data Cleaning

File Reader String to Date&Time | ColumnFiter Timestamp Alignment __*"<sing Value Lag Column  Column Aggregator
>
s e 5 L B e || | S 111 S
3 ) ! 3 g LE
i=) o - o 19 o o

Energy COHVen Introduce lag 10 previous hours combine into
usage daf missing list

data ifto Date&Time date times

objects

Network Architechure

Keras Input Layer  Keras LSTM Layer

gn— "gm

[200] tensor for LSTM with 100
200 lagged inputs units and ReLU

Create Input Vector

Keras Dense Layer

[ R3]

[]tensor for
output

Keras Network
Leamner

A\

MSE loss function

> >
[=}
Partitioning Componem Node 440

>n:n'

Numeric Scorer

° o
80720 split Line Plot

)
Node 424
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Results from LSTM based Network

Out-sample Static testing Past Out-sample Dynamic testing
Past RMSE MAE MAPE R”2 e ‘‘‘‘‘‘‘
10h 0.646 0.424 0.064 0.985 10 hours

custer 26« predictond

100h 0474 0.312 0.047 0.992

200nh 0.522  0.347 0.051 0.992

100 hours |

Out-sample Dynamic testing
Past RMSE MAE MAPE R72
10h 7.911 6.521 0.988 -2.115
200 hours |
100h  4.107 2.637 0.286 0.167 : —

200h 2.624 1.742 0.225 0.662

nnnnnnnnnnnnnnnnn
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Deployment



Saving and Reading Models

Simple Regression
File Reader Tree Learner Model Writer
B 5 =
(] e (]
Model Writer

After training your model attach the output
of your learner node to the Model Writer to
save your trained model.

© 2021 KNIME AG. All rights reserved.

Model Reader

Q, = Simple Regression

w Predictor
L ]
File Reader 3
/ )
3 »

Model Reader

Use the Model Reader node to load a
saved model and attach this to your
Predictor for use in deployment.
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Recursive Loop Nodes

Math Formuta
> o
Recursive
Loop Start [ Loop End
For Callecton »
—r =
» ey
o Math Formuta o
>

The Recursive Loop Start and End nodes pass data back to the start of the loop
with every iteration.

This enables us to generate predictions based on predictions.

nnnnnnnnnnnnnnnnn
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Model Deployment Workflow

Generate dynamic predictions for a
selected forecast horizon

Interior of the Recurssive Loop

How well does the Forecast hold
up on dynamic predictions? comnrne

In: Supplementary Workflows/03_Deployment_and_Signal Reconstruction

nnnnnnnnnnnnnnnnn
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Time Series Analysis on Spark



What is Spark? And why should we use it?

Spark is a general-purpose distributed data processing engine.

Application developers incorporate Spark into their applications to rapidly query,
analyze, and transform data at scale.

Tasks most frequently associated with Spark include ETL and SQL batch jobs
across large data sets, processing of streaming data from sensors, and machine
learning tasks.

Spark : Sl Graph
saL MLIib Str:;ml X
Apache Spark

nnnnnnnnnnnnnnnnn
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Taxi Demand Prediction on Spark — KNIME Blog

® © & https://www.knime.com/blog/time-series-analysis-a-simple-example-w (5 % | Q search ¥y in @ 9 ©®

Open for Innovation @ Hub Blog Forum Events rs Contact Download Q

KNII IE SOFTWARE / SOLUTIONS / LEARNING / PARTNERS / COMMUNITY / ABOUT

You are here: Home / About ' Blog / Time Series Analysis: A Simple Example with KNIME and Spark

/News Time Series Analysis: A Simple Example with KNIME and Spark

Mon, 09/23/2019 - 10:00 — admin

The task: train and evaluate a simple time series model using a random forest of regression trees and the NYC Yellow
taxi dataset
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I think we all agree that knowing what lies ahead in the future makes life much easier. This is true for life events as well

as for prices of washing machines and refrigerators, or the demand for electrical energy in an entire city. Knowing how
/ Open for Innovation many bottles of olive oil customers will want tomorrow or next week allows for better restocking plans in the retail
store. Knowing the likely increase in the price of gas or diesel allows a trucking company to better plan its finances.
There are countless examples where this kind of knowledge can be of help.

/ KNIME Open Source Story

TAXT Demand prediction is a big branch of data science. Its goal is to make estimations about future demand using historical
data and possibly other external information. Demand prediction can refer to any kind of numbers: visitors to a
restaurant, generated kW/h, school new registrations, beer bottles required on the store shelves, appliance prices, and

= = soon.
Predicting taxi demand in NYC

As an example of demand prediction, we want to tackle the problem of predicting taxi demand in New York City. In

megacities such as New York, more than 13,500 yellow taxis roam the streets every day (per the 2018 Taxi and
imousine Commission Fac k). This makes understanding and anticipating taxi demand a crucial task for taxi

companies or even city planners, to increase the efficiency of the taxi fleets and minimize waiting times between trips.

https://www.knime.com/blog/time-series-analysis-a-simple-example-with-knime-and-spark
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Taxi Demand Prediction: Connect to Spark

£ Node Repository | l spark ‘
v 3 Tools & Services
v <7 Apache Spark Taxi Demand Prediction
v 410 Based on the NYC taxi dataset this workflow uses a Random Forest to train a simple time series prediction model to predict taxi demand in the next hour based on data from past
- hours.

&8 Database The model is trained and tested on a Spark cluster for better scalability.
v D‘ Read Given the large size of the dataset, train and deploy the machine learning model of choice on a Spark cluster. The KNIME Big Data Extension allows you to run a KNIME workflow on

""'3 Avro to Spark the big data platform you prefer, via in-database processing or via Spark.
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Taxi Demand Prediction: Training

Fhokomy  R|om |-

v @ Mining
v [0 Clustering Taxi Demand Prediction
D Spark Cluster Assigner Based on the NYC taxi dataset this workflow uses a Random Forest to train a simple time series prediction model to predict taxi demand in the next hour based on data from past
X Spark k-Means hours.

The model is trained and tested on a Spark cluster for better scalability.
Given the large size of the dataset, train and deploy the machine learning model of choice on a Spark cluster. The KNIME Big Data Extension allows you to run a KNIME workflow on
the big data platform you prefer, via in-database processing or via Spark.
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Taxi Demand Prediction: Deployment

v Q: EXAMPLES (knime@hub.knime.com)
v [ 00_Components

(™7 Automation

(™ Data Manipulation

("] Financial Analysis

(™ Guided Analytics

(™ Life Sciences

™7 Model Interpretability

[™7 Text Processing

v [ Time Series

iy, Aggregation Granularity
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¥, ARIMA Predictor
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iy Inspect Seasonality
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¥ Return Seasonality
™ Snark | 20 Column

¥, Timestamp Alignment
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Taxi Demand Prediction

Based on the NYC taxi dataset this workflow uses a Random Forest to train a simple time series prediction model to predict taxi demand in the next hour based on data

from past hours.

The model is trained and tested on a Spark cluster for better scalability.
Given the large size of the dataset, we train and deploy the machine learning model of choice on a Spark cluster. The KNIME Big Data Extension allows you to run a
KNIME workflow on the big data platform you prefer, via in-database processing or via Spark.

Deployment Workflow
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loT References on the KNIME Hub
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=5 Anomaly Detection. Time Series AR Deployment s Taxi Demand Prediction Training Workflow

e e e - e s T Domand Prodicion
g s hour based on data fom past Heather Fyson
Tain Spark custor. Tha KNME g
e big dta pato you prfr, i -t
Open workflow
Open workflow
or download workflow Training Workilow
g
By downloading the workflow, you . Model Writor or download workflow
‘agree to our terms and conditions. \ ’
Spark Lag Cal By downloading the workflow, you
@ coBr-a0 e - agree to our terms and conditions.
. ey SPekNumaric @ ccBY-40
¢ Short link Sporkyag Column -
oo/ me/w/b-TFWOUEGOGh Pahto Find lag .
Ko me/w/b-FpWI0UegOGh . [F] s . ¢ Short link
=5 View lins plot
r nttps: /i me/w/VESDHAWYCVG 4211 (F]

https://kni.me/w/b-rEpW90ueg0GhuN https://kni.me/w/vEaDHqWycVG-42ti

Open for Innovation

© 2021 KNIME AG. All rights reserved. KN I M



https://kni.me/w/b-rFpW9Oueg0GhuN
https://kni.me/w/vEaDHqWycVG-42ti

Exercise 4: Machine Learning

Predict the residual of the energy oue Series Analysis
. . - g
consumption with a Random Forest

. . Summary:
model and Linear Reg ression model inthis exercise we'l train and score a Random Forest and Linear Regression
Use ten past values for prediction Instructions:
. . 1) Run the workflow up through the Decompose Signal component, we'll start this
Evaluate the prediction results exercise ffom here

2) Use the Lag Column node with Lag Interval = 1 and Lags = 10. We'll use these 10
pastvalues as the inputs for our models.

3) Partition the data using the Partioning node. Let's use an 80/20 split. Make sure
you check the box to take data from the top. This is important with time series data.

4) Apply both the Linear Regression Learner and Random Forest Learner
(Regression) to the top port of the Partioning node. Make sure your target is Residual
and your inputs are the lagged values: Residual(-n)

5) Use the Random Forest Predictor (Regression) and the Regression Predictor
nodes after their respective learners. Use the data from the bottom port of our
Partitioning node for the input.

6) Apply the Numeric Scorer node to the output of both predictors and see how they
did

Open for Innovation
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Exercise 5: Hyper Parameter Optimization

Time Series Analysis

Find for the best number of trees and tree depth  os. yper Parameter optimization
that give the highest accuracy of the Random Summary:

In this exercise we'll optimize some of the hyper parameters in our Random Forest

. model.
Forest model. Test the following values: etructions.
1) Run the workflow up through the Random Forest Predictor, we'll start from here
N u m ber Of trees m I n =5! maX= 1 OO 2) Attach a Numeric Scorer to the output of the Predictor, verify the reference and
prediction column are correctin the configuration
Tree depth -m | n-= 1 y max = 20 3) After the Scorer attach a Table Column to Variable node, we'll need these scores as

flow variables later to select the best parameters
*Note that we use the Table Column to Variable instead of Table Row to Variable
because our metrics are all in one column.

Optional: Train a Random Forest model using
the best performing parameters

4) Next we'll add the Parameter Optimization Loop Start node to our workflow. It's output
is a flow variable port. Attach this to the Random Forest Learner.

5) To configure the Parameter Optimization Loop Start we'll add new variables to the
table in its configuration. These will represent the range of values we want to try when
training.

Create one with the name: NumTrees, with min value 5 and maxvalue 100

Create another with the name: TreeDepth with min value 1 and maxvalue 20

Check the box to indicate both are integers

**Execute this node so you see your Flow Variables in the next step.

6) Next configure the Random Forest Learner to use these flow variables. Open the
configuration window for the Learner and go to the Flow Variables tab.

In the drop down box nextto maxLevels select your TreeDepth flow variable, and in the
box nextto nrModels select NumTrees. This will instruct KNIME to control those model
parameters with your flow variables.

7) Finally add the Parameter Optimization Loop End to the end of your workflow. Attach
the output of your Table Column to Variable node to it.

In the configuration window for the Loop End node you can select which metric to
optimize for. We'll use Mean Absolute Percentage Error.

Optional) Train a model with the optimized parameters from the loop

Open for Innovation
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Real Time Streaming



What is Real-Time Streaming?

In real-time data streaming, big volumes of data are received and processed
quickly as soon as they are available.

“Quickly” and “as soon as available” are two important factors, since they allow
a reaction to changing conditions in real time.

Receiver

nnnnnnnnnnnnnnnnn
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Simple Streaming Execution — In batches

When the first node has processed the first i
batCh’ it passes it to the neXt nOde WhiCh Can Options Flow Variables Memory Policv  Job Manager Selection
then already begin with its processing. Sectthe o manager o th e

Simple Streaming v
Settings|< <default>>
[KNIME Workflow Executor for Apache Spark
Simple Streaming
Chunk Size 505

Determines the size of a batch that is collected at each node before

O n I fo r C O m O n e n tS itis handed off to the downstream node. Choosing larger values will
y p reduce synchronization (and hence yield better runtime), whereas

small values will make sure that less data is in transit/memory.

For ordinary data (consisting only of strings and numbers) larger

String to datetime values are preferred.
o] oK Apply Cancel ©)
Cell Splitter
Component Input Column Rename Number To String By Position  String To Number Math Formula  Math Formula Double ToInt Java Snippet Java Snippet Column Filter  String to Date&Time [String Manipulation | String to Date&Time Component Output
& g g > 25> » (i > [ SECN 2 > fa > > i > LT e e NN 2 LN S e 2 > Sh»> LloN 2 > Sh»> i
| | | | | | | | | | | | | | | | | | | | | | u | |
Node 21 meter ID datetime date, time time hours minutes time hours : minutes date remove date replace 24 time Node 22
datetime hours datetime, with 00
KW/30min minutes hours,
minutes
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Streaming Solution: via Scheduler in KNIME Server

Smallest time resolution: by the Minute
Sometimes this is enough.

© 2021 KNIME AG. All rights reserved.

Server Execution Options

Execute workflow on server

Standard job optins | Scheduling options

[ Schedule job
First execution [25/10/2019 B~ |[11:26 Sl

[J Last execution [25/10/2019 |[1:28

Repeat execution

(® Repeat every | 1 =

(O Repeat at fixed start times

hours
Restrict months, days, and times f|days

Days of week | Days of month | Months | Time frames
4 Monday [ Tuesday [ Wednesday
Thursday Friday Saturday
Sunday

[[] Skip execution if previous job is still running
[ Disable schedule
Next execution at Fri 25/10/19 12:26

Cancel
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Streaming Solution: on demand via REST service

The Job Pool keeps max. N
active REST jobs at the same

time. This speeds up the
execution ofup to N

concurrent REST calls.

Read model from AWS cloud
Read data from Request of REST web service

Amazon S3 Amazon S3
Connection File Picker PMM.L Reader
a e .
(] () o
connect select import
Container
Input (Row)

REST Request o

'R

get data

© 2021 KNIME AG. All rights reserved.

Server Item Properties

Edit Properties

Property Name
jobpool.size @
executor.requirements ®

Description
The maximum number of idle jobs in
the job pool for this workflow.

A comma separated list of the
executor resource requirements.

Type
INT

STRING

Default Value

0

Properties are used to define default behaviour for items on the server. Overriding the default value will define a new behaviour for the item.

User Specified Value

b

Cancel

Job pool size N in “Properties”

Read model from AWS cloud

Read data from Request of REST web service

JPMML Classifier Column Filter

-
o) (]

Apply model just output

predictions

Container
Output (Row)

»

-

Outputin Response
of REST
web service

REST Response
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What is Kafka?

Apache Kafka is a community distributed streaming platform capable of
handling trillions of events a day.

Initially conceived as a messaging queue, Kafka is based on an abstraction of a
distributed commit log.

Since being created and open sourced by LinkedIn in 2011, Kafka has quickly
evolved from messaging queue to a full-fledged event streaming platform.

KNIME Kafka Integration:

£* Node Repository =
.Q‘ kafkal

v . KNIME Labs
v B Kafka
§8‘ Kafka Connector
§€' Kafka Consumer
§8 Kafka Producer
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Streaming Solution: with Kafka

STElEs <25 - Eremes TR e e _ 4 » | Example of Real Time Streaming from a Kafka Cluster
e This workflow collects data real-time from a Kafka cluster and exports
7 - - 7 - them into a KNIME table.
Flow Variables | Job Manager Selection | Memory Policy |
Settings Advanced Settings . . . .
9 [ 9 L Notice the infinite loop controlled by the end-variable whose value never
Key Value changes.
auto.offset.reset earliest
fetch.min.bytes 1024
Variable Condition
The minimum amount of data the server should return for a I Start L End
fetch request. If insufficient data is available the request 00%7 7%09
will wait for that much data to accumulate before answering »
the request. The default setting of 1 byte means that fetch :n-_: > £ | 3 @
requests are answered as soon as a single byte of data is >
available or the fetch request times out waiting for data to ( °
arrive. Setting this to something greater than 1 will cause [
the_ server to wait for larger amounts of d_ata to accumulate Kafka Consumer JSON to Table | Loop stops when
which can improve server throughput a bit at the cost of e | end-variable = 1
some additional latency. ’. g » ’.ﬁ q [ o \ =
u / ever!
DB Writer
queries Kafka cluster transforms
for new data from JSON to
KNIME table °
and exports
Node 16
SQLite Connector
3
H
Add ‘ ‘ Add All J | Remove ‘ | Remove All ‘
Connectto a
OK Apply Cancel ® database

In: Kafka write and read workflow on the KNIME Hub
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