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Content vs Collaborative approach



NETFLIX dataset

Rent movies via postal service

recently also online 

18000 movies

.5 million users

Training: 100 million ratings

Testing : 1 million ratings

measure perfomance : RMSE



37918 teams / 180 countries
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Collaborative Filtering

Use similarity between users/items 

Many solutions, old and new

Simple : Pearson’s formula

measure statistical correlation between users/items

Simple : Rule-based

k-Nearest Neighbor/k-Means + regression

Model effects due to user/movie/time etc

Star Wars may not be as likeable now as 30 years ago 

Matrix factorization



Content-based training
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Content-based training

Identify movies by content features

Actors, genre, director, writer etc

6000 features to cover 90% of NETFLIX dataset

We use content data from IMDB

Learn a profile for each user

 x x x
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Content + Collaborative
On some movies content features dominant

On others, collab features dominant  

profile collaborative
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