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I. INTRODUCTION

The use of sample surveys for the estimation of popula-
tion characteristics is an lmportsnt tool in modern soclal
and economic planning. Since the idea of using this device
is to save tne expenditures 1lnvolved in complete enumerstion
or censuses of populations the guestion of the cost of such
surveys and tne precision of estimates computed from them is
ol great lwportance. It hes therefore been of major concern
to tne theory and design of statistical samrle surveys to
develop metnods whicn yleld estimstes of high precision =2t
comparatively moderate cost.

The devices wnich ere svailacle for this purrose escen-
tially fall into two groups: (&) iethods in wiica the mode
of computing estimates (of say popgulstion mesn or totesl) sre
developed which have higher precision, or in other words, the
developrment of estimetors with smaller veriasnces. The so
called "ratio and regression estimstors® esre exemples of
these. 1he tneory of ratio end regression metnhods of estima-
tion hes teen extensively developed in recent years snd un-
ciesed retio 2nd regression type estimestors are now availatle

wnlch correct for tiss in the classiceal ratio and regression

-y
ct

estimators. (o) kethods of imprcving the "desigrn of the

\]
)

szwuple survey", 1.e. the mode 1in wnich the semple dstz ere

Cu

collected. In this category fall such devices 2s choice of

sawpling unit, strztificetiorn, multistage end multighese



sampling and unequal probebllity sempling. The first two
itews do not present any difficulties as fer as theoretical
aspects of estlmetlon etc. are concerned. hkultistage and
multiphase sampling have beern extensively deeslt with in the
literature. In thls dissertetion, we will be mainly con-
cerned with the tneury of sampling witni uneQual probebilities.
Often, one uses sowe or all tne devices mentioned in groups
(a) or (c) simultaneously in order to iwprove tae precision
of estimastors. For example, a strstified two stage design
wita tne primeries selected with protestilities proportional
to slzes is & ramilier design in lsrge scale sample surveys.
Unequal provecility sampling involves selection of
sampling units witn protsbilities proportionel to size of the
supclementary veriacle waich is corre;?tgd witnh t?f cherecter-
istic for walca tne pOpulation total cr mean 1is to te esti-
nated. For example, totel corn production on e ferw is very
likely correlsted witn the supplenentary verisble, toteal
eacreage of tne fearw. Tne theory of unequsl probetility
senpling can be dlrectly derived from the prorerties of the
multiromiel districution arnd presents ro inherent G¢ifficuities
provided tne sampling unlts ere Crewrn wita rerlacemert. But,
it is well inown frow tre theory of ecusl crocabliiity ssscliing
thet sampling with replescemer.t 1s less precise tasn sexpling
witaout replecemert, the progortionel reduction ir vsriznce

celng ecque. to fraction of the population sempled. Therefore,



one naturally expects thet similar geins in precision cean be
waae oy uslinyg unegual probability ssmpling without replace-
ment lnstead of with replacement.

Hoﬁever, since the probability of drawing a sampling unit
does not remaln constant with each2 draw when sampling without
replacement, evaluation of selection probsbllties and vari-
ance formulas involves certain mathematicsl and computational
difficulties and therefore this theory hes not yet become'
popular with survey practitioners. Certain shortcomings of
existing published literature on thls theory can be listed
as follows: 1) kost of the writers deal almost exclusively
with sample size of two only, and have very little to offer
woen sample size 1s greater than two, since the expressions
for selection provacllities tecome unwieldy and extremely
dirficult to compute. £) Some of the procedures proposed
hszve tne undesirable property that estimstes of the variance
can taxe negative values. 3) Sempling without replacement
is sometimes less efficient tizu sampling with rerlacement
particularl; when tne sample‘slze 1s greater tnean two.

4) These methods do not have the desiratle property that the
probabilitj of selecting a unit in the sample is proportional
to size of the supplementary varisble which 1is universzlly
recognlized 2s a technigue yielding consildersble reduction in
tne veriance of the estimators. To overcome this cortingency,

methods such azs "revised size measures" of the supplementery



variable are suggested wnich ensure that this condition 1is
satisfied eapproximetely. However, these methods becowe
cumbersome when the sample s8ize 1s greater than two and the
population size 1is lasrge, due to tue computétional aiffi-
culties involved in finding “"revised size wmeasures". These
ere sowe of the maln reasons why survey practitioners usually
do not favor unequal probability sampling without replscement
over seaupling with replacement and hence unequal probability
sampling wita replacement is extensively used in large scale
sample surveys.

In this dissertation, we prorose to develop an asymptotic
tneory arplicacle for any sawple size and for large or medium
sized populations walch tekes cere of at lesst sll the con-
tingencies mentioned above. e adopt a simple sampling pro-
cedure ol selecting units with unequal proctatllities and
witaout replscement well krniown to survey preactitioners which
nas Cceern atandoned due to methematicel difficulties in
developing tne theory. This procedure ensures that the proo-
2pcility oi selectling & samplirg unit in the sample is exactly
proportional to size of tne supplexentery variacle. Compact
expressions for tne variance and for the estimate of the
veriance applicacle to lzrge and medium sized populations
ere obtained whicn azre siuple to compute and show thet this
procedure 1s zlways more precise taan uneguel protability

sempling; with reglacement, 2nd that estimates of the variance



are always positive. An lmportant merit of this procedure is
that 1t permlts ready evaluation of selection probabilities
and variance formules for sample size greater than two,
unlike the procedures availacle in the literature. We hope
tnat these results may stimulate the interest of survey prac-
titioners in unequel protability sampling without replacement,

ard help in designing efficlent sample surveys.



II. REVIEW OF THE LITERATURE

Since ratio and regression methods of sstimation are
alternative ways of utilizing supplementary information, we
shall beglin with & oriet review of the theory of ratio and
regression estimation. Ratio and regression type .estimates
nave been extenslively used in tne literature for utilizing
supplementary informatiorn. The well known ratio estimetor of

tne population total Y is

X<

Ya =L X (2.1)
where y, X are the sample meens end X 1s the population
total for the supplementary variacle x. Biss in this esti-
mator 1is cov(i,?) waich is of tne order 1/n wnere n is the
sample size 82 that the bias 1s neg;igible for large semples.
Hartley and Ross (1934) hzve developed en unbissed ratio type
estimator whicn seems To compere favorably with QR regarding
efficlency, thougn the computations involved in using this
unclesed estimator zre more cumtersome compared wiin tanose
i usling tne estimator §R‘

The classical regression estimator is cesed on a linear
moael

Yy = A+ Bxy + ey (2.2)

waere xi's are unspecliiled end ooserved without error and

ey and X, ere assumed to be independent and

E(es]x) =0 E(ef]x) = o . (2.3)



Under these assumptions the mlinimum variance untlased linesar
estimaeilor of Y 1s

Yg = N7+ b(X - %) (2.4)
where b is tne sample regression coefficient.

However, 1t 1s not very realistic to assume such & model
in practice so that this estimstor ls generally biased.
Miczey (1954, 1959) has discovered an ingenious arnd simple
procedure of constructing a large variety of unblased ratio
and regression type cstimators and this procedure hzs bteen
further exploited by Williams (1958) to develop and investi-
géte tne prcperties of unbiased regression type estimators.

The possibility of using unequal probebilities for
selecting the sambling units to increase the precision of
estimates 1s first considered by Hansen and Hurwitz (1943).
Uslng & two stage siratified sampling design they select
one first stare unit from each stratum with protatility pro-
portionel to numcer of seconé sisgc unitse 1in a first stage
unit. It 1s demonstreted thet marked reduction in verience
over sawnpling with equel provacllities can be octained by
switching %o unequsl procebility sampling. However, since
ornly one first stage unit is selected from each stratum, no
velid estimate of tne verience can ce obtzined and so aprroxi-
mete methods using collapsed strata are suggested for esti-
meting the variance. To avoid this, it hes been z common

- prectlce in sample surveys to select two or more first stege
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units witn replacement and with p.p.s. {procavilities propor-
tional to size) of the x variatle, since the existing theory
ol sampling with p.p.s. and without replscement presents cer-
tain difficulties as will be evident leter in the review. An
important asdvantage of sampling with replacement is that an
unciessed estlmate of the variasnce fcr each stratum is simply
glven by the mean square of estimsted totals of the selected
first stage units in the stratum and does not depend on the
metnod of selection of second stage unlis provided separate
sawples of second stage units are drewn when & first stage
unit is selected twice or more. A full sccount of this theory
is aveallable in many of the standard text books on sampling,
e.g- Sukhatme (1854), and can be suumuarized ss follows for
slngle stage sampling: LetAp1 denote the probability of

th

selecting 1 unit in tne Iirst draw. Then, zn estimate of

the totsl Y is

n
§ - ot > ok O (2.5)
Py
tne veriance of tae estimste 1s
N | o
v(¥') = > np, (I - 1) (£.6)

npy
anc &en unviassed estimstes of tne varisnce is

~1 <

v(Y) = =8 _ Z(& - ). (£.7)

ikidzuno (12:0) hes extended Hensen end Hurwitz's theory



to sampling a comblnation of n units with probatllity pro-
portional to sowe measure ol size of the combination. It is
interesting to note that this probtabllity 1s equal to the
total protablility of selecting the first unit with p.p.s.
and tne remaining (n - 1) units with ecual probsbilities and
without replacewent. Lahiri (1951) and Des Raj (1934) use
uldzuno's procedure in constructing an untcissed rstio esti-
mator by selecting thne n unlits with probabilities proportionsal
To totel measure of size of x for the n units. It should be
noted that in Hartley and Ross' method, the sampling proce-
dure is not modifled a2s is done by Lahiri and Des Raj, but
The usual ratio estimstors 2re modifled so thet a rztio type
estimator 1is obtained tnat 1ls untlased for tne ususl simple
randcn sampling procedure. Madow (194¢) hes considered
systemeatic sawplling of clusters with procetilities prop-or-
tional to size, but no valid estimeste of the variesnce can be
ccteined.

Whei. sempling & finite ropulestion without replacement,
tie class of gli unblesed linear estimestors can te sepsreted
into a number of succlesses of estimators ty the nsture of
coefriclents, Or welgnts attached to the ovservetions in the
serple. Horvitz and Thompso: (195z) have distinguished three
succlesses o1 estimators &nd Koop (1837) hes formulsted 2
more general dlscussion of the possitle succlesses ernd hes

investigated sowe propertles of the cstimestors in each
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succlass. We shall give a brief review of Koop's formulation
telow. Tuere &are seVeu allierent suvclesses ol unclased
linear estimators. Let Ty denote an estimator in class 1.
Then, T; has welgnls cvased on the order of appearance of the

units in the sample, T. on the presence or absence ol & given

<
unit in tne sample, Tz on the set of units composiﬁg the
sawple, T, on the appezrance of a given unit at a given draw,
T3 on the given unit and the particuler sample in which 1t
appears, Tg on tde set of units eppearing in a specific
order, and T, on the unit, the order of its draw and the
particular sample 1n which it appeers. Minigum veriance un-
clesed linear estimators zre octazined in eacnh subcless using
Lagrenge's multipliers. However, the welghts so otcteined
depend on tne unknown y's. T¢ avoid thnis, Koop obtsins simu-
leted minimum varliznce unciessed linear estimators ty using
tne relation y = cx where ¢ 1s a constent.

we féel that thls simuletion cased on the exact relation
Yy = ¢cX 1s not too reallstic in prectice snd may give a com-
rzletely faise plcture if tais relationsnip does not hold.
Also, certzin systems of linear simultaneous ecuztions heve
to ce solved ir order to obtain these welgnis which become -
very cumcersome wnen L 1s feirly large. Koop ststes thet
witn tne neip of electronic computers these celculastions can

be performed easily. However, in underdeveloped countries

access to electronic computers 1s restricted, and most of
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tne data have to be analyzed on desk calculators. The need
Ior sauwple surveys in planning economic development is con-
sideracle 11 underdeveloped countries, so that these results
have limited use ad in any case simpliclty of computetions
1s considered as one of the important factors in choosing &
sampling procedure.

Godamte (1955) has snown that it ie not possiktle to con-
struct a sampling procedure and associated untlased linesr
estimator which is uniformly btest for all populstions. The
etficlency comparisons between the seven sutclasses devend
on the kxind of procaclility system used except that the veri-
arice of Ty 1s greater tnan the verlence of Iz. Estiwmeators
Celonging to the first three succlzsses sre considered in
detalil in the literature, though Koop has investigzted some
properties of estimators in the remaining four succlasses and
not many useful results nave been otteined regesrding their
applicacility. Laniri's (1951) uncissed rztio estimetor
celongs UTo subclass 3, and estimeste of its veriance can assume
negative values.

Horvitz end Thompson (125<) desl with linesr estimszstors
celonging to succlass z. Thelr estimetor of the totzl ¥ is

- > L (2.8)
1=1 °1
wnere P; 1s the procscility for 1th unit to ce in the semple.

Tnis is tze only unclased estimetor possible in subtcless & and

-



1<

hence the best estimator provided the weights in the linear
estimators are assumed to be independent of y's. Koop's
(1957) minimum variance unbissed linesr estimator in this
subclass has welghts wnlcan depend on y's. In this disserta-
tion, .e will ce mainly concerned witn the estimatonr Y since
tae sawpling procedure sdopted is appropriste to thils esti-
mator. The varlance of Y is given bty

N

<
A % . i ' P &
J i<it it
. . ; : . th _ . ' th
whiere Pii' denotes the probabllity for the 1 and the 1

unit to be both in tne sample.

Now, whern the PJ are exactly proportional to the yj, the
variance of Y is zero which suggests thezt by making the PJ
rroportivnal to the xj, consideratle reduction in the varisance
of ¥ will result if the Xy are epproxXxlwmrtely cropcrtionesl to
the yj. So, tne main probleii is the evaluation of Pii' end
nence V(Y) when consldering sampling procedures wnich setisfy

this "uesired optimality"” conéition, nsmely,

X

P, = (n - 1)"l P = n (2.10)

1 Z i1 = 0Py <-
i'el

whnere Dy = xi/X. Since we zre meinly concerned with this
protiem in this dissertation, we shall discuss in detzil the
gveaiigble methods and their limitetions to deel witn this

proclew after reviewlng sowe more literszture on estimetors in
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unequal probabllity samplling without replacement.
Horvitz and Thoumpson's (195<) untissed estimate of the

variance of Y 1is

1-P P - P3Py
J Z 11' 171 o
1410

This estimate of the variance can assume negctive values. So,
Yates and Grundy (1953) have proposed an slternstive estimate

o the varliance wnich 1s belleved to be less often negative.

Their estimate of the vasriance is

n .
A P.Pyy - Pooy ¥y ¥e1.°
Y = 1 1 li _l - i . <.
vye(X) = 2> P (F T ey (2.12)
it>1

Since tais is & weighted sum of squeres unlike (2.11), it hss
some Gesiracle features thougn 1t is possicle to consﬁruct
exanples to show that (&£.1lz) cen ce negstive (e.g. Des Raj,
19552). It is shown by Sen (1953) and Des Rej (1956s) that
(2.1c) 1s a2lways positive st least for tne followiLg two
iozportant sempling systems: (2) The first unit is selected
with p.p.s. and tne remaining (n - 1) units zre selected
wita ecquel procapclliities and witnout replacement. Tnis 1is
due to kidzuno (122u). () The first unit is selected witn
r-s-8. and taoe second unit witn p.p-s. of the remainirg units,
tne sawmple size being two. Thils 1s due t> Horvitz end Thomp-
son (195%z) .

we sngll leter in Caepter VI, section A, identify 2 new



14

—

sampling systew with sawple size grester than two, for which
the Yates and Grundy estimate of the verlance 1s always posi-
tive. Tne expressions for protabilities P, and Py;y1 are quite
simple ror systews (&) and (t) and for the new system so that
these systems mey e useful. It will cve of interest to
identiry more useful sampling systewms for which the Yates
and Grundy estimzte of the varlance is alwsys positive. An-
other 1inportart property of the Yates and Grundy estimate of
tne vsriance will te demonstrzted in Chapter IV, section C.
It will ce shown for the case of sazple size two taat, ir
There exlsts a sampling procedure without replacement satis-
fying the conditions (z.10) and is such thet the variarnce of
Y given by (2.9) is smaller than the veriauce of ¥' waen
sampling with replacement, nzcmely (z.3), then the Yates end
Grunay estimate ol the vsriance is zlways positive. This is
2 useful result since we sre interested in only those saupling
systews for wnlchn sampling without replacement is more pre-
cise tazn saupling with replacemert. Ir this coi.nection, one
zay rnote Durbir's (1953) comment that the verisrce of Y need
.ct elweays ce smaller than the variance of ¥' 2nd it is eesy
tu find ceses in wnieh the contrary is true.

Since tne Ystes and Grundy estimcte of verisnce carn tezke
negative velues, Des Rej (1256e) hes considered a set of esti-
mators belonging to suscclzss 1 with weights tesed on the order

of eypeeraice of ine units, while tze estimates of the
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variance of these estimators are always positive. kurthy
(1257) has shown thet to any ordered estimstor there exilsts
an unordered estimator which has smaller variance than the
forwer, and so by unordering Des Ra] estiwators, unordered
estimetors witn swaller varlance than the former are obtained.
However, for the case of sample size two only, 1t is shown
that tne estimzate of verience of the "unordered estimstor"
is slways positive. Mickey (1954, 195¢) independently while
dealing wainly with untlased ratio and regression tyre esti-
mators has developed exactly the same estimators considered.
by Des Raj and kurthy. kickey's efficlency comperisons be-
Ttween these estimstors and Horvitz and Thompson's estimetor
Q of succless <« indicete egprroximate equality of efficiency}
Returiing now to tne discusslon of wmetnods the T ensure
tne conditions (<.10), namely, the procabilities Py propor-
tionazl to tne x;, and the -valuation of Py;:1 and V(%) there-
froz, Horvitz and Thompson (195<) suggest two methods that
sztisfy (<.1C) approximztely. The first method uses hidzuno's

crocedure for waich

_N~-n_% _ n-1 ‘
Pi=ETTPt oI (2-13)

anG

L - 17 -n,* # n - % .
L -1 [H =z (Py + Pyu) - F—:—g} (2.14)

- &

Fign
waere pi ere the revised procecllities such thet Pi = np; -

Solving (.13} for pj,
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[

A =1 =

» n I>
pl = —:——_—H (npi) - N (4-15)

.

=

However, this method 1s severely restricted since for
Py < (g — % = p; becomes negative. Also, since only one
unit is drawn with p.p.s. and tae remaining (n - 1) units are
drawn with equal provabilities, this method may not te es
efficient as a procedure where all the n units are selected
witn uneguel probabilities. The second method for sawple
size two 1s based on tne assumption that sanpling witnout
replacement is not much dirferent from sampling with replace-
ent. Tnen the p; are octzined by solving the guadratic

p1< - py + Py =0 . (2.16)
Mmoreover, tals methocd treaks down if Dy 1s greater than 0.28
since roots of (£.16) become imaginary.

Yates and Grundy (1953) have suggested a more satisfac-
tory procedure of octsining revised probstilities, tased on
iteration using Horvitz and Thompson's procedure of selecting
the first unit witn p.p.s., tne second unit witah p.p.s. of
tre remelning units end so on. Though tze iteration »rocess
is apprlicacle for any sample size, it beccmes extremely

cumtersoLe when sample size 1s greater than two. For sample

size two,
B
- 3% Eid p?
¥y = Py *t Py Z i——-"'*—* (2.16)
j=1 P

end
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[

#*_ % _
P’-’l = D.D.. (1 (Q'l'()

il 217

where tne p; are sucn that Py = Zpi. The pf are obtained
rrou (<.16) cty iteretion, and tae authors think that one
iteration should te adequate in most of the vopuletions
normelly encountered. However, this procedure btecomes cum-

tersowe winen N is feirly large. Narain (1951) suggests &

gragyhical numerical method for solving (£.16) which is zlso
retner complicated.

Des Raj (1806c) argues that though the above procedures
satisfy tane conditions (z.10) epproximstely, the P;yy: SO
obtained may not be optimuw. He therefore emrloys conditions
(2.10) as a set of & eguations for the }{:1\:(1\: - 1) probabil-
ities Pj31 and deterwines the optimum Pii' by minlmizing the
variance of i given ©y (2.2) subject to (2.10). Tnis leads
to a "lineer programming problem" for the % K(E - 1) posi-
tive Py;: satisfying (<.10). Since the "ocjective function®
(the vsriance) involves the unkncwn ¥i, these are replaced
oy the known X; assuming that

yi = A+ Bxi (z.18)
exactly. There ere several limitations of this method.
Computetlons becoze extrewely cumbersome when n is grester
tnan two and/or for lerge N. Also, ss illustreted by Des Raj
himself, tane wethod 1s quite sensitive to the essumption of

linezr rodeir, &nG 17 the wodel is rnot setisfied cor.sideretle
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loss in efficiency can result by using these optlmum prob-
aollities. Moreover, ir 1t is assumed that the y, of the
pOpulation satisfy the linezr model (<.18) exactly with un-
known A and B, tnen, clearly the regression estimator hes
zero varlance eand evern it an error terr 1s introduced into
tanls linear_.model tne regression type estimator would still
be the "best" estimator so that 1t is of little interest to
consider other estimators under such assumptions. It may be
noted that Des Raj's procedure remains unchanged. even if an
error term e; wWith

E(ey]x) = 0 and Cov(eyey)x) = O 143

(2.19)

is introduced in tne model (z-18), provided tae "okbjective
function" 1s not the veriance of % but is the expectation of
the veriance of Y under the essumptions (£.18).

Instead of riniing the revised probabilities p; waich
ensure that conditions (2.10) are satisfied, one would like
to nave a sampling procedure wita the originel probaebllities
piy for which conéitions (<.10) ere satisfied. Thére is e
siaple sampling procedure well krown to survey prectitioners
heving tnis property, and 1s mentioned for example in CGoodmen
and Kish (1950). In this procedure, the I units in the popu-
lation ere listed in & rendom order er.d their mezsures of size
ere cumulated ernd e systeméiic selection of n elements from

2 rendom atart is then nade on the cumulation so that eondi-
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tions (<.10) are satisfied exactly. Horvitz and Thompson
(195<) wention tnis procedure but say "This selection is
easily performed, but there does not appear to be any simple
way to determine the protablilities Pyy1."

In this dissertatiorn, we propose to determine the prob-
abllitles Py;: for thls sampling procedure explicitly 1n
terws of the P,. In Chapter III, expressions for Pjjr will
be given for the cases n = « and Kk = 3, 4 and 5. As N becomes
large, tne exact evaluatlon of P;,: becomes cumbersome, so we
snall develop an asymptotic theory in Chapter IV for the case
n = < and in Cnapter V for the case oI general sample size n.
Compact expressions for the probebilities Pii' and the vari-
ance of % will be octained applicatle to large and medium
sized populations. An imgortant feature of this sampling
procedure is tnat 1t lends itself to the cesse of genersl
sémple size n unlike tne procedures previously mentioned.

For exeample, expressions for Pjy and Pil‘ for Horvitz and
Thompsorn procedure of drawlng first unit with p.p.s., second
unit with p.p.s. of tae remeining units end so on, become
unwleldy and not manageacle. Tane only procedure which seems
to give slmple expressions 1s kidzuno's procedure of drawing
tne first unit with p.p.s. 2nd the remeining (n - 1) units
witn equal procesbilities and witnout rerlascement. Ser (1935)
hes proposed a metnod to dezl witn the cese n » £. Assuming

n is & multiple of &, ne suggests to Grew the first two unlts



oy Horvits and Thompson procedure, rerlace the two units, and
then &raw tne next two units by the same procedure and SO on.
This procedure gives simple expressions for P; and Pjy:1. How-
ever, since each palr of units is replaced tefore the next
palr is drawn, there will te an overlap of unlts and so this
procedure 1s not as preclse as selecting all the n units
witaout replaceument. In Chapter V, section D, we prove an
interesting result showing that the P;4y1 values attained
tarougn Yates and Grundy lteration procedure snd through the
sampling procedure mentioned ty Goodmern and ¥ish as described
before, are exactly tae same to order O(N"2) so that V(¥) 1is

1), assuming

the same for btoth the procedurss to order O(XN
that P; is order O(N'l) walch indicetes that toth procedures
nave practically tne same efficiency for large I.

Since tne strict spplication of availatle methods of
unequal procebility sazpling withoutl replacement involves
consideravle computations, scme authors on grounds of prac-
ticavllity heve suggested certezin methods whica retain the
advantage of unecual procacllity szmpling withoutl replacement
tut easier to apply in preactice ané involve e slight loss of
exactness. Yates (194%) suggests using the vsriance in
unecugl proiatllity sampling witn replecement with the ususl
finite populetion correction factor for simple randow ssmpling
attached to it, 2s en approximstion for the v=arisnce in un-

equal probtepility saumcling without replacecent. Yetes 2nd
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Grundy (1953) assuming that variation in the quantities v1/Py
1s or random nature unassociated with the Pi’ obtain the
following simple expression for the variance of Y from (=.9)

using the relatlon

N
22 Pyyr = n{n - 1):
1g1t
N
Sy -1 < ¥i 5o
Vpppr. (¥) = all - n 2 PY) v(p_i-) (2.20)

where V(yi/pl) is the variance of thae quantities yi/pi.
Durbin (1953) has suggested two gy roximste metnods to obtailn
simple expressions for the estimate of the veriance of ?-
Stevens (1958) hes a method of sampling without replsce-
went if the values of X are or can be grouped into groups of
units having the szne measure of size, x. Thern, the procedure
is to select n groups wita replacement and with protacilities
proportional to totel size of the groups, e.g. if in the 1th
group there are Ni units ezch of si:ze Xy, then the totel size
of the group is N;Xx;- II the group 1 1s chosen ty times,
select without replacement T; unlts with equel probebllity
and without replacement from this group. Stevens derives
formules for the verlarnce etec. at length using this procedure.
It is of interest to note thest these formuless cen be octtained
as perticular cases irom 2 well znown two stzge sampling pro-
cedure (Sukhatme, 1954) in wnich the first stace units zre

. < - . 2 i e th
selected with p.p.s. end with replecenent end if the i first
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stage unlt 1s selected t; times, m;t; seconderies are
selected with equal probasrility and without replacement from
it. To obtain Steven's results, one sluply has to identify
Tthe groups &8 first stage units, the units in e group or
second stage units and put my = 1 in Sukhatme's formulas.
There are several otaer interesting problems in unequal
procaclility sampling without replacement. It is of interest
t. estlimate tne verlance in simple random sawpling from a
sancie drawn wita unequal procbebilities in order to estimeste
the gain in efficiency of unequal protacility seampling over
simple random sampling. In most of the samrle surveys we
are usually interested in estimating the means or totals of
several characteristics. If the sample 1s selected with
p-p-s. of X, it mey ofter happen that x is not highly corre-
lsted witn all the characteristics of interest. For some of
the cheracteristics y the correlstion between y and x may be
qulte small so that usirg the usuel estimators ir unequsl
probebliity seampling may glve lerge verieances for the esti-
mztes of these chneracteristics. In sucn circumstarces, one
would like to seve tne situation witn the aelp of slternative
estimators that neve smaller veriences. Another important
procren is tne estimation of tane gain in efflclierncy due to
stratirication for unequal protecility sampling without re—
placsﬁent. Efficiercy of stratificetion hes been considered

oy Cocnrern (1853) for simple rarndom sempling snd bty Sukhetme
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(1954) for unequal procacility saumpling with replacement. In
Chapter VI, sections B and C, we consider these problems.

It 1s or ilmportance to maxe efficlency cowpasrisons te-
tween unegual probability sacrling and other methods of
utilizing supplemenitary information, e.g. restio and regres-
sion wethods of estimation, stratirication. Since in prac-
tice, no functional form or the distritution followed by the
data‘is assumed, 1t is difficult to make meaningful compari-
suns. So, Cochran (1953) assuming the rodel

¥y = Ypy + € ) (2.21)
with

E(ey]x) = 0 end  E(ef|x) = apf, £>0, a >0 (z.22)
nes shown that the verience in p.p.s. sampling with replace-
nent i1s smaller taan tae varlance of the rstio estimate %R
(for 1érge sexples) without tae finite copulestion correction
fector, if g > 1. It is also recmaried thet in practice g
usually liles between 1 and < so thzt ithe p.u.S. estimste is
generally more precicse. Also, it is noted that if it costs
wore to octain dete from a larger unit tnen from & smeller
one, the cowparison 1s tiesed in fever of p.p.s. semplirg,
whica tends to concentrazte on tae larger units. Seid (1955)
nes made extensive investigations cn efficlerncy comparisons
tectween unecual protebility ssaxrling, rstio and regression

metods of estimation enc stratificestiorn, under certein

specll'ic relestionshlps ctetweern y arnd x end sssuming X hes 2
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Peegrson's Type III distribution. It is hard to know how good
Liuese assuwptions sre in practice, and so we think that these
results have limited use. Des Re] (1958) has suggested using
Cochren's idea of regarding the finite zopulation as drawn at
random from sn 1nfinite super-populeation with certain proper-
ties, su that the results obtalned apply to the average of
all finite populations thet can be drawn from tze infinite
porulation. He maxkes certain efficiency compsrison using this
concept. Zarkovic (1960) expsnds the verlence in p.p.s.
sampling with replacement by Taylor's expansion neglecting
terws witnh powers algaer tnan second, and couwperes 1t with
Tee variance of rztio and regression estimstes. Since we

P
octain compacti expressions for tae varliance of Y in unequsal
procaclility samprling without replacement, we shail make com-
perisois in Chapter V, section I, witn the variance of the
ratio estimste with tne finite population correction fsctor
included.

Final.y, mention should te mede of the criticism on the
loglic of unecuzl prorecility semcling. It is worth guoting
weicull (1960, p. 84 ) ir this connection. Ye says:

Tane method of sawpling with varying procebilities

in senyple survey theory is cesed on & criterion of

L-niclzing the expected v-crierce, & criterion which

1s not appropricte wnen only a single sawple is

crawn- The supposed reductlon of tae vrrience in

the estimetes 1s illusory end hes no resl signifi-

cance. Intutively this is feirly clesr. If it

is Known tnet some units contain more informstion -

or Ircm Other poilnts of view =zre more desiracle to
sample - tnan some Other units, there is no reason
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to 1e§ the actual selection depend on & random

procedure.
If this luplles that unlits with high weight shculd be sampled
and units with low welght ignored, then obviously no valid
estimate of the varliance csn be found. However, these senti-
ments can ce incorporeted in & procability design with streti-
ficatlion eand sampling witn unequal protatcilities within esch
or some oI the strata. Such a design is described in Chapter

VI, section D.



IIT. A SIMPLE PROCEDURE OF UNEQUAL PROBABILITY
SAMPLING WITHOUT REPLACEMENT
The problem is to draw & samrle of n units without re-
placenent from & finite population of N units such that the

probsbility Py for the 1B

unit to te in the sample is pro-
portional to py = X3/X and Z Py =1, 1.e.

Py = Pr. (1*R unit in the sample) = cpjy (3.1)
where ¢ is a constant. We now prove thne following theorem:

Theorem 3.1. If there is a sampling procedure which satisfies

equation (3.1), then ¢ = & and npy £ 1.

gEroof. Let a; denote tne "indicator vsriable! such thet

1 if 1°B unit is in the sample |
&8 = th (3.2)
0O 1if 1 uriit is not in the sample.
Tnen
E(ay) =1 - Pr.(gy = 1) = P; = cpy - (3.3)

Sirnce tne n units in the seample esre drawn without replacement,
exactly n of ine a; taxe the value 1 erd the remeining (¥ - n)

cf tae 8y teze tae value O so that

> gy = L . (3.4)
Tazing expectations of (3.4) end using (3.3) we find
N N
L= Z Z(ey) = ¢ Zpi = c (3.38)
s2 that ¢ = n arnd since the protsgtilities Py cannot ze

greeter théar 1, it immedietely follows that

Py =nmp; £1 . (3.8)
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We shall now describe the sampling procedure adopted in
tals dissertation which has been mentioned bty Goodman and Kish
(1950), and wailch satisfies (3.6). So, to apply this sempling
procedure we hsve to conl'ine to those py for which npy & 1.
If the p; for sowe of the uniis 1in the populetion do not
satlisfy tnis condition, one can include these units auto-
maticaliy in the sample or sucdivide each of these units into
two or more sutu..lts such thst the py corresponding to the
sutunits satisfy this conditions.

A. Descriptioun and Illustratién
of the Seampling Procedure
The sampling procedure can be descriced in two steps

as follows:

Step 1. Arrange tne N units in a random order arnd denote

(without loss of generality) bty J =1, <, ..., N this rendon
order, and by
J
T, = 7 (apy) , TIL =0 (3.7)
1=1

tne cumulatlive totels of the npj 1n that order.

-~

Step . Select & '"random stert", i.e. select g "uniform

verisie d with 0< d €« 1. Then thne n selescted units =re

tnose wanose lndex ] satisfies

773_1 é=d + k< quj

for some integer X vetween C ené (n - 1). 3ince each npy £ 1,

(3.8)



<8

every oue of tne n integers k=0, 1, ..., (n - 1) will select
& dlirerent univ jJ.

Though i1t is known thet (3.6) is satisfied by this
sampling procedure, nv forwmal proof seems to have bteen given
in the literature. Theorem 3.2 below gives & proof to thils

erfect.

Theorem 3.5. For the acove sampling procedure the probabil-

ity of selecting the Jth unlit in the seample, PJ, is equal to
np - '

Proof. Consider a particular arrangement of the N units in

an ordered sequence ané single out a particular unit j in that
sequence. Let I denote the largest integer witn I é:’ﬂg_l.
Now if 7T3 - I &1, from (3-.8) it immediztely follows that
unit j is selected if ’77’3_1-1.<.,d< 77} - I fork=1I. If,
or: the other hsand, 773 -1 >1, tne unit j is selected if
7773_1-14d<1fork=1orifogd<’ﬂ’J-I-lfor

K =TI+ 1. Sirce d 1s a uniforu variate ve see thast in

Case 1: ’7775_151

P; = Pr.("f/_’J_l - I <448 <« ’773 - I) = 7‘7?1 _ "7}_1'= np (3.9)
er.Gé 1in
Cese & WG -I>1
P =Pr.(’77"j_l -I<€4d <1)+Pr.(0 cd< 77: - I - 1)

(1-77%_ 1+ 1) « (M3 -I-1)=np; . (3.10)

J
Tnerefore in either cesse we have Fj = noy- IT mey ce rnoted

thet the rendowmlizztion of the I units ir ster 1 is not reces-
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sary to prove Theoremwm 3.<. However, this is required to
PaS

octaln compact variance rormules for the estimate Y using an

asywptotic theory as will be evident in Chapters IV and V.

1. A cyciicel analogue to the sampling procedure

we conslder a cyclical analogue to the sampling procedure
whicn 1s more convenient to use from the point of view of
mathematlcal trestment and 1s stochastically equlvelent to
tne originel sampling procedure. Steps 1 and < are modified
as follows:
Step 1'. Arrange the N units in & rendom order, denote by
J=1, 2, ..., N this rendom order and foru (ag tefore) the
cumulative totals 773 given vy (3.7). Since 2; (npj) =n,
consider a2 circle with circumference of n or of radius n/cW
ernd tnen merk off on inhe perimeter of tne cirele arcs of
lengins Pj in clockwise direction sterting at the top.
Step <'. Select g unifora arc s with O £ s <« n. Then the

~

. selected units are those wnose incices j sstisfy

T, . &8s+ k < T, (3.11)
J-1 J
for scme integer k cetweern -(n - 1) 2nd (r. - 1). 0Only n of

tne (zn - 1; integers k will asctuzlly select tne n different
‘uniis. Tneorew 3.z holdés here cecause we know with certainty
that one of the zrcs 773 will f2l1l within the renge 0 to 1

end tnis mey te identiiried with the veriste 4 in step 2.
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<. JIllustration of the sampling procedure

To demonstrate the actual method ol selecting the units
by the present sampling procedure, we teke the ropulasticn of
<0 vlocks in Aumes, Iowa, considered by Horvitz and Thompson
(195z). We have chosen tais exsmple here becesuse we will be
making erficiency cowparisons later in Chepter IV, section D,
usling the same deta. The veriate y denotes the number of
households on & tlock eana the varieste x denotes the eye
estimeted number of households on a cloc«. Tne detz sre gilven
celow in Tacle 1 ernd the population totels zre ¥ = 434 and
X = 3%4. It is not necessary to compute the Guentities
py = xi/X and Py = np;y in order tc use tne sawpling pro-
cedure, siice cy scaling 21l computetions up bty the factor
X/n we have to cowpute orly ihe cumulative totsls of x; instead
of tne cumulative totels of P;. Then select & rencoz 1integer
(start) tetween 1 and X/n say D andé use (3.2) es

=z i
=4

J
xiéqu-%-k/_Z‘ xj'_' (3.12)
i=1

™

i=

[

to select tae n univus.
Suppose & sewyle of size n = 3 urits is to te drewn 2nd
suppose iune rancoi numcer D ceiween 1 ernd X/n = 324/3 = 131

(ecprox.) 1is 45. Ther, we wust finé the lines (j) where the

Cs

column X3 passes tarougn the levels D = 45 (for k = 0),
i=1
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Tacle 1. Selection of n = 3 units frow & population of

N o= z0 nunite

Eye estimated

No. of no. of Cumulative Start = 495
Block households  nouseholds sum Step = X/n = 131
] ¥ Xy j% Xy
i=1
1 19 18 18
< 9 kS <7
3 17 14 41
4 14 1z 53 X =0, D = 45
S <l & 77
s} <o <9 10&
7 <7 <3 18
8 35 <4 145
S <0 17 166
10 15 14 180 =1, T+131=178
11 18 18 198
iz 57 40 <38
13 1z 1l <20
14 47 30 <80
15 <7 <7 307 k=2, D+zB2=307
16 <5 <5 333
17 Ps) =1 354
18 15 8 383
1ie ie 12 38
<0 1c 1< 324

lotal 434 324
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D+ 131 = 176 {for & = 1) and D + z8z = 307 (for k¥ = £).
Frow Table 1, it is seen that tne units J = 4, 10 and 1l are
selected in the sauple.
B. Variance Formulas for the Cases
n==«, =3, 4 ard &
To finé the variance of Y in terws of PJ and yJ, one has
to eveluate P,

ii?
tute in (=.9), namely,

explicitly in terws of PJ anc then sucsti-

I

2 y§ &
V(l) = _-IL s Vs - Y . 3.1
2. Py ot sipi. Yiia (3.13)
<

To fiacd an estimezte of the varisuce of Y, we surtstitute the
velue of Pii‘ in tne Iates ard Grundy estincste of the veri-

ance, nsuely,

o, PsP:v ~ Pssy Ji Y3 « .
. iji! i “it
i<i?
1- 7Zhe crse n =&, i =3

Since tnsre sre only ithree unlits in the populstion,

Pii' = 1 - Pr. (1" in the szigle) (3.15)

wnere i" is tae rezeining unit in t:ie vogulstion. Thus,

Pii' =1-Pill=Pi‘*’Pil - 1 (3-16)

since

o: + Pi' + ryn =

i £3.17)

|
I

Frow (3.1<) 1t folliows that F.;1 » O :xXcze.t ir tze obvious
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case Pyu = 1. Substituting Pyy from (3.15) in (3.13), we

t'indg
S <
pr R y y
V(Y) = E (1 - P -P (5 -52) - (3.18)
1 Py
1<

Similarly frow (3.1€) ard (5.14) we obtain

A 1 -P)(1-P
YG Pi + Pi' -1

i _ % 3.19
(77 = 7 3-39)

w.:lca 1s nonnegative sirnce Fy + Pyr > 1 ard PJ £1l. It is
interesting to note thst (3.18) is true ror the wore general

cese n =17 -1, N = [, sitrce

A
Pii‘ = E [jl - Fr.(; in tne sample)
J#L,1! .
N
= (K - 2) - E b
JF1i,1!

In fect, in tnls specizl czse, it is easy to evaluste Pij m?
tne procebility of ircludling r units i, §, ..., &, since

K

Pij...m ;E: [; - Pr.(s in the semple{]
.o i)

Sf(i:-;:'
= (i -~ r) - Bn -JJ-P1 —PJ ”.-Pq
= Py + Pj + ...+ P -r+ 1. (3.20)

jowever, inls case mey not cte of much practicsl importance.
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<. The cese n =&, N =4

Without loss of generality, let us assume that
Py, » P31 and  Pyw 3 Pyu (3.21)
where 1% and 1"' denote the remeining two units in the popu-

lation. In order to evaluate P we have to distinguish

it
tne followling two cases of the randomlzation results:

Case 1. The units i1 and i' sre adjacent.

Case . Tne units i1 and 1' are separated by one unit.

Now, for case 1 there cre 16 possicle configurations of the
PJ on tne circle and 8 possicle confligurations for case <.
Tne protavility Pii' tnat the units 1 and i' =zre the saxpled
uniis 1in case 1 for a typiczl conrigurstion, say, first two
arcs Ifroon tahe top correspond to Py and Fy + P41 respectively,

is

110 Pr.(0£d <Py; Py £ d+ 1 <Py + Py1)

(Py + Fs1 - 1 if P: + Psv > 1
i LI
{ 1 1 1 (3.22)

o if Py + Pyr £ 1
waere d 1s tne uniform veriete with 0 £ d <1. All the re-
malring conilguratiorns have tne sane Pii" The probebility
P;i' tnat tae uniis 1 a:d i' are the sampled units in cazse Z
for & typiceal configuretio.., say, first three zrcs frci the
top cgrrespond to Py, Fy + Pyn and Py + Pi" + Pi‘ respectively,

is
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Pr.(0 QdiPi; Pi + Piu <4+ 1 <Pi + Pyn o+ Pil)

iy

-

1}

Py + Pyv + Py - 1 ir Py + P;u <« 1
{ i i 1 1 i (5.23)

usin; conditions (3.21). All tne remeining configurstions

nave tne saue P;in. Therefore the overall procability Pjji

is given by

16 1 g u
Pijv = 22 Py + 22 Figo
= % P.:Lit + —%—P{il (5-24:)

where Piil and Piyr are given by (3.22) and (3.23) respec-
tively.

The sutstitution of P, from (3.:4) in (3.13) yields

il
the variance of Y. It méy ce roted tnat Py;s > C except in
tne ocvious case Pi"' = 1. However, 1ir tae Pj are errenged

systewatically, Py;: can te zero even if Pim < 1.

3. Thne cegse n = <, K = 5

Let tne numcering of tne units before razndowizstion bte
1, <, 3, 4_and O end let 1 = 1 e2nd 1' = « and Pl-Z'Pz without
loss ol generality. Agezsin we distinguish the two cases:
Case 1. Tne units 1 arncé < zre adjscent.
Cese - 7Tne unlis 1 and < zre sepesreted oy one unit.
There ezre 60 possicle configurations for cz2se 1 ard 60 for
cese <. Tne procacility Piz thet the units 1 2nd < =re tne

san;led units in cesse 1 for =z typicz2l conlfigurstion is
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(P1+Pz—l if Pp+P > 1
=« 0 it Py +Po< 1

All the remaining conlfigurations have the same Piz. Now in

case <, we have to distinguish the following three sub-cases

eacn with <O possictle codfigurations, ir order to evsluate

tae probablility taat the units 1 snd < are the semdled units:

Case (x2). P, and Pg are edj)acent and separated from Pz by
Py end Pg.

Case (<bt). Pz and Py 2re adjacent and sepsrated from P4 by
Fy end FP_.

Case (2¢)- Pz and P4 esre adjacent and separated froum Pg by
P, and P..

In case (.a) 1if P3 <« P, + P, the procability P{Z(a) thst

tne uniis 1 a2nd <« 2re the sampled units for a typicsl con-

figuretion is

o if Py + P+ P31

41 and

v
|

P

u N
Plh(a} =/ Py +P_+ Pz -1 i Py + P
F

P_ if Py + Pz > 1 (3.28)
dowever, 1f Pz > P4 + Py then
P" (ﬁ) Pl + P-‘ + :‘4 + .P5 - l if Pl + :‘4 + ::‘5 é 1
12+°1 = -
Pb if Pl+:’4+P571.
(3.27)

All the rewalining configurstions in cese (zz) have the same

. h . - " - . . -
rlz(a)' Expressions aralogous to (3.28) =znd (5.<7; hold for
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H H N !
Plz(b) and Plz(c). Therefore the overall procatility Pyo is

3 60 ] .O _N 20 1] N -O 1

1., 1p" 1" (s 1p) :
z Pl& + g Plz(a) + 3 Plb(c) + g Pli(c) . (3-68)

Agaln, 1t 1s ocvlous that Py = 0 if P; = 1l or Py =1
or P5 = 1, out in tais casse 1t 1s interesting to note thsat
Py, can also be zc¢ro 1r wita all PJ < 1 the following condi-
tions are satisriied:

Pl + PZ + Pt_<'l (t = 5, 4 znd 5) . (5-29)

This contradicts a statement made by Thompson (125z,, . 58,
to tne effect taat Pl& > 0 if all Py « 1 and rendoalzetion 1is
used. The followlng example 1llustretes the computations
anc shows theat Plz = C.

IT is now evident tnat the exact eveluation of Pii'
cecooes cumbersowne &s i increeses, snd in any case the resuth
i:.g formulss are too cuomrlicated to yield & cumpact formuls

N
ror V(Y). Therefore, en asymptotic theory for the present

)

senpiing procedure 1s developed irn Cheptzrs IV zréd 7 whicnh

'

- . - ) - -
yielcs cowpect rormulss for V(Y) eprlicscle to moderstely

lerge gopuletions.
4. IExample

Let Pl = O-ZO,SPZ = 0.<0, P3 = 0.EZ§, P4 = 0.&Z ena
Fy = 0.3C so taat > Py = < and (3.28) 2re satisiied.
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1 1] i 1]
Therefore Py, = O and P12(a) = Plz(b) = Plz(c) =

0. Let us illustrate the computetion of PlS where Pg

0.55 > Py = 0.5. kow
Pl = O since P; + Pz = 0.756< 1

rizla) = 0 since Py + Pg = 0.95 > Py = 0.20

and Py + P35+ P_ = 6.9 < 1

Py3{c) = P, = 0.20 since Py + Pg = 0.70 > P, = 0.55
end Pz + Py =1.10 > 1
F1s({c) = P; = 0.20 since Py + P, = 0.75 > Pg = 0.80
and 73 + Pg = 1.05 >1
Therefore
_ 1 1 (.. 1 . _ (.40
Piz = 2 (0) + 3 (0) + 2 (0.20) + = (0.20) = =%
Similar calculations lead to the following teble of Pyq:
values. A check 1s provided on the celculetions bty noting
Tacle =. P;jy+ vaiues for the avove exemple
i 1 1 3 3 4 S Totzl = Py
1 _— o) C .40 040 U.4£0 0.20
8 8 6
. O —_— ;-40 0-4.0 0040 C-‘O
“ 5 6 6 “
3 .49 0.40 _— 1.40 1.10 G.55
6 6 6
4 O.40 C.40 1.40 - 1.10 0.85
6 6 € S
5 0.40 .40 1.10 1.10 . C.50

6 6 6 6
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I}

that the marginal totals Py in Tacle £ ggree with the given

vaiues oI Fy.
C. An Example for Efficiency Comparisons

To coupere the efficliency of the present sampling pro-
cedure with botn the procedures of Yestes and Grundy of findlng
the revised procvabilities and that of Des Raj (1956ct) which
consists of finding the optimum Pj;: under the assumption of
& linear model, we consider tne case n = =, I = 4 and use
the three populations examined by these . authors. Yates and
Grundy who introduce these data for purposes of illustretion
state that these populestions have been deliterately chosen |
to represent situztions wmore extreme thsn those normally en-
countered in practice. The three populations (all of size
i» = 4) have tne saie set oI four Pj values with dirferent

sets or Y3 vaelues atteched to tnem end ars given 1in Tectle 3

celow.
iable 3. Three gopuletiorns of size X = 4
Unit Population A  Population 3 Population C
number P Y3 Yy ¥y
1 G.l G.c ¢.28 0.z
< G-= l.c 1.4 0.6
3 0.3 <.1 1.8 0.2
4 0.4 S.2 z.C 0.5
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Tacle 4 below gives the values of Pjj' ror the above
three sauwpling procedures. Tables 4.1 and 4.x are tazen from
Des RaJ) and Tatle 4.3 is computed using (3.z4).

The variance of Y for the three sampling procedures and
the tnree populations are given in Tatle 5 celow using the

Fi4 values of Tacle ¢ and equation (3.13), the formula for

itable 4. Values of Py for populations in Tatle 3

1 it 1 < 3 4

4.1. Yates and Grundy procedure

1 - 0.03< 0.05¢ 0.115
< 0.03¢ -— O.1lcc 0.246
3 0.0&¢ O.lzx - 0.4%8
4 0.113 0..45 U.4cs --

4.2 Des Rej optimum procedure

1 - G.0 0.0 0.2
< 0.0 - O.x 0.2
3 G.C C.x - 0.4
4 0.0 O.x G.4 -

4.3 Present procedure

i - 0.087 0.087 0.087
< G.0867 -- 0.067 0.267
5] 0.087 0.087 -- C.4587

4 0.087 0.c87 C.

W
(0}
-~J
|
|
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Tacle 5. Cowparative erficiency of four sampling procedures

Population A Population B Population C

Procedure ~Var. Eff.% Var. Bff.2 Var. Eff.%
1. Des Ra} 0.200 100.0 0.200 100.0 0.100 100.0
z. Yates and _

Grundy 0.3«8 61.9 0.469 74.3 0.057 175.4
d. Present

procedure 0.367 94.5 0.367 54.5 0.033 333.3

4. With
replscement G. 200 40.C G. 3800 40.0 0.1 20.0

V(Y). ioreover the values of the veriznce of ¥ for sampling
with replacement using equation (x.6) are shown in Tatle 5
for comparison.

For populstions A end B, tae linear model szsumption
seewns to ce fair.y well satisfied since from Teble 5 it 1is
seen theti Des Raj optiwum procedure ylelds the smallest
veriesnce. For population C, the model does not seewm to be
gpproprizte since 1t 1is seen thet consideracle loss in effi-
ciency resulte for Des RaJ procedure. Also it is seen from
Tacle & that tne veriences of Yestes and Grundy procedure znd
ihe present procedure ere zpproximztely of the same 51ze. In
iect, in Cneptier IV, section E, it is proved tast Yaztes erd
Grundy procedure and the present procedure nsve the same
asynptotic efficiency, 1.e. the formules for V(%) egree to

order il. For the present (artificiel) populations these
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results for "large N" do not, of course, apply. However,
these asymptotic results zre illustrated in a later example

or' a population of slze N = 20, in Chapter IV, section D.
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IV. THE CASE n = < AND N LARGE

The diiference between sawpling with and without replace-
went gradually disappears as N tends to infinity, so that the
expected galn in precision through sampling without replsce-
ment will become negligible. Now, for sampliig with replace-
ment with probabilities.pi, we have from tne properties of

the multinomiel distribution

Piil = n(Il - l)pipil = Q——;l—ll' PiPil (4.1)

witn Pi = npy, 80 thet if P1 1s essumed to ce of order

o(x™1), P.., will te of order O(N-2). Ir sexplirg without

it
replacement tnis will be the leazding terrz, and hence in order
To supply formulass for moderstely lasrge populeticns N, we
nave to evaluate'the next lower order terws, namely terms of
0(N"°). These terzs will recresent the gain in precision due
to the so called finlte gopulstion correction. The variance
of tne estimete Y for semrling witn replacenent is of 0{x%),
end so in sampling without rerlacement, the next lower order
Terns O(Kl) wnich rerresent the reduction in veriance accom-
plished ©y sexgling without replecement, have to be evsluated.
Tnis is equivelent tc eveluating Pyy. to 0(1~3) end substi-
tutirng 1t in the variance formules for Y. So, we eveluate here

for our sampling procedure, P to O(N™°) erd nence V(¥) to

iy
o(ﬁl), assuming P; is O(N-l). Also, for the tenefit of

sueller size populations, we evaluste here, F. to o(n™%)

j.'
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and nence V(Y) to o(x¥).
As polnted out earller, tne present sampling procedure
lence 1itself ror the sample size n > < unlike the procedures

previously published. We discuss the case n < in this

1

cihapter in detell, aud consider the cese n > 2 in the next
chepter. Tne methods of attack for the csse n > &£ are simi-
lar to those for the case n = <. However, the case n > £
presents certaln new feztures other than those encountered

for tne case n = <.

A. Derivetion of the Procabilities Piin
to Orders O(N‘S) anc 0(N'4)

The totesl numcer of arrangewments of tne K units on the
circle, nemely N!, cen Tte divided into (X - 1) groups accord-
ing es to whether there are v = 0, 1, ..., (N - z) units
“cetween” P; ard P;,, where "Cetween" meeans that tnere sre

v unlis waen proceeding from P,

i to Pix ir. clockwise direction.

Tnere are i X (i - <)! errangeuents in esch or these (¥ - 1)
groups 80 inet tne procaclility for ezch of these arrangecents
is tne same and is equel to K x (K - )!/it = 1/(¥ - 1).

et us consider novw tne contricution %o Pii' from & pzrticular

For tne unit i1 to be

o

roup witn v unlis cetween P; and Pyi.

b3

in tae samgle, we know frow our sempling procedure, the

j:.ecuelities

777 Ls+14 777, (4.4)

i-1 7 = 1 -=
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must be satisried where K may e any integer tetween -1 and
1 and 8 is a unirorw arc with O £ 8 £ . This meens thest s
must lie within one of tae following ranges each of length
P;. The first range is77j_1 £8< 771 end the other range 1is
displaced Ifrow the acove range cy & unlt arc, ;.g.,'ﬂni_l -1
&s<& TR -11f Ty 7»1eand 7y _; + 1«8 T’ +114r
7y <1. BSo, to evaluate Pyy: we heve to add tre contribu-
tions to Py from the first rarge, say Pii., ar.d from the
seccnd ranée,'say P;i" Tnese two ranges give identiczl con-
trioutions to P, 4., since 1n boih ceases tre length of the range
for s is equsgl to Pi‘ |

Let us conslder now tne eveluation of Pii" Since the

uniforc veriate s lies inside the range

ML & s< T (2.3)

. ! - .
a positive contricution to P;y:1 cen be made .nly 1i tae
varizte s + 1 2lso lies on tne arc covered oy P.,. This meens
tnat 1ir we denote by T, to total length of the v ercs Pj whicn

lie “petween" tne arcs Py and P51, the irequalities

Ty + T, €8+ 1< Ty + Ty + Py (4.4)
or
1+t-P -P1<Tg& 1+ t-P (2.8}
waere
t:S-Wi_lr-S-i-Pi-'?T’i la.8)

must ce sstisried. Since the uriforc veriate t lies inside

tne range



46

0 £t <Py (4.7)
and has an ordinate density of 1/< like the variate s, the

t
integrated contricution to Pjy1 1s given by

Py .
/ lPr.(l+t-Pi—Piz<Tv$1+t-Pi)dt

<
0

Fi
El' / [Fv(l+t—Pi)—Fv(l+t-Pi-Pit)Jdt
U (4.8)
where F,(T) denotes thre cumulative districution function of
tne total (Ty) of v values of the Py. Since the units sre

rancomlzed prior to drewing tne ssuwple, T, represents tne

v
total of v values of tae PJ samcled witnout replacement and
equal procacility frow tzae finite population of (i - Z) 2rcs
P3 excluding itae specific pair P; ard P31. Thnerefore, noting

J\

thet > Pj = & we find that

I

E(T,) = vz = Py - Py, )/(X - &)

ver - (Ty) = v(1 - —L)s%,, (4.9)

wnere
1 _ ( P P;1)]°
<& ., £ - P; - Py
St = (=97 [Pj - S
J#(1,11)

(4.10)
1als luports..t zspect of tne rendorizetion or tie units prior

to arawing tne sample will row be used to develop an asymp-



47

totic tneory for the evaluation oI Pyj:.
Adding now tahe two (ldenticel) contributions to Pii‘ and
un
Pij1 frow (4.8) and suwwlng over v we ottain
Py

N-
- "1 \
V=0 O

- Fe(l + t -p; - Pi.)]dt (4.11)
where tne ractor (N - 1)-1 represents tae (constent) prob-

acillity oi a randow arrangement of the II arcs P; in which

J
exactly v units lie "between" P; and Py1- It may be noted
trat the value of Fy; glven © (4.11) is exect. ¥e row fird
an gpproxiation to (4.11) by expanding Fy in an Edg¢eworth
series of wnicn the cumulative normal integral is the leading
terw, in order to ottein usecle results. In tae litereture,
this provlem 0I expressing & cumulative districution Tfunction
oy an Edgeworin series 1s considered only ror ssxpling without
reclacement from sar. infinite population (or for sampli:g with

replacewent from a2 finite populstion). However, tne present

- proclen involves sampliiy without rezlecewent froz a finite
population. To deal with this, we weke use of results in the
litersture on ine wnomenis of 2 ssmple toiel or mesn in samp-
ling without replacexent snd ecuel probetllity froxz 2 finite
population.

Let 1 = 1 ar.d 1' = < without loss of generslity. From

the inversion tneorew for the chsracteristic furction of the
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cumulative distributlion functioh F(x) of a statisticel variete

x we have (e.g. Kendell and Stuart (1953, p. 158)

1.

F(x) = exp.{ Ei pl E% (-1)1} P(x) (4.12)
1=3

wnere pP(x) denotes the normal cumulative distribution

_+ X
P(x} = () © J{ exp.(-

- 00

y<)dy . (4.13)

¥ L
\

i h

D™ is the lt order derivstive w.r.X. x. and ki are tne
standardized cumulants. In our case tne formuls (4.1z) is

applied to the stancardized veriate

.- -1
T - viz - Py - P)(E - :
z. = ¥ (2 - Py - PI(E - =) (4.14)

v 1
slz[v(l' ; iz"}z

-

iz place of x so thet F(x) is the ficrite proportion F,(z) say,

of values 2z, with 2, & 2. Tnls function 1s therefore a step

v
function with & finite numcer of discontinuities wnic» do not
affect the .valustion oi (4.1.). The r.n.s. of (4.1z) is
egual to Fv(z) for &gloo=zt 211 vealues of 2y whereas et the

points of discontinruity the r.n.s. of (4.1c) 1s equal to

— Y 1 — - - -
rr.(zy < z) + > fr.(z, = z), e.g. Kencall end Stusrt(1less),
p- 87. e therefore nave irom (4.1c),
. PN k3 _3 - _
Folz; = E(z) - 52 DP(z) + =(v) f2.15)

wnere
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Rv) = z)

S pf 1/ [1 _ %3 3]
exn. S bt A onyHe(e)y - [1 - 2307
L& J 1 § 7]

'_‘o
som

and k., are the cumulants of z

1 v*

N
L

The remainder term R(v) is

a double infinite series each term involving a power product

ol the cumulants ki and an assocliated high order derivative

DrP(z),,the tere with the least order differential celrng

41
of z,
population of PJ, is givern by

1 1 + 1
&

= = - Y V& - v’ . - =V “1;
ko [V (1 ! N = 2 (1 R 2) J‘(3

Sucstituting now (4.15) in (4.11) we obtain

I-z P1
— PRI =1 =
P12 = (& 1, ;Ej '{*‘Zl) - P(zz)

(3 3 .
_%:&5[P( )(z.l) -P( )(zz)}}ut +f
waere )
t+ 1-Py - vie - Py - PZ)(N - z)—l
L :
< v
t+ 1 -By —Po - v(2 =By - P)(5 - 2) T
7. = 1 < 1 </
L z
Sy V" @ - - ¥ ,4)

kK
% pp(2). Using Wishart's (128z) results, the cumulant kg

in terms of the stancardized cumulant K3z of the finite

(@)
-~

(4.17)

tO
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li=x Pl
. -1 . )
p=(x-nty j [2(2) - a(z)]as (4.20)
v=0 O
(r) th
and kz is given by (4.17) and P~ '(z) denotes the r~ order
derivative of P(z).
We now apply the Euler-kacleurin formula
o
\
f g (t)ar = g0} - gla) = (o - a)g(*)(a_z_f‘:y
a
. 3
(c_ - a) 3 - 5
+ C‘CA a g( )(8 t (Dlo éL )(t)
(4.21)

nere given ror a generzl function g(x) sestisfying the re-
quired cortinuity conditiors and T is such that a < T £ b.
Applying tnls formula rirst to the differences P(z;) - P(zz)

—_ , \
and P(o)(zl) - P\3)(zh) in (4.18}, we finé

N—-x Pl 1
~ -1 -E (l) Zl + Zc
Plz = (X - 1) ZE: ch vl )

ps 5 z + Z.
. zj l‘ P(S)( 1 <)

.45‘ - 4

b P

k3 F -2 (4)

3 . 4 Zl+ Z‘ . - e
- = _iz Vl FPU (=) + (1)) at + P (4.z2)

where
v, = vl - T (4.253)
i - &
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and w (t) represents the aggregate of the rewalnder terms
in the application of (4.zcl). Now integrating (4.x2) over t
again using (4.<1), we octain retaining only the relevant

terms,

N-x . 1
: -1 [ )

Slc
0
3 3
P~ P~ -= \ PP == 3
1 z o(3) 1Fe z o(3)
+ v.e P 7 (v.) 4 - V.S P (v,
<asy, 1 A e P <
&
. 1 '
ie P P_ -
23 *1t e 2 o(4) 2
- ?_S'Evl P (vz)]czv P oo f' (4.24)
wnere
c - Py - P
1-2pp+Py) -v - — A%
V. = < < iy - 6 (4 25)
< ; v
<
$1:%1

P is given oy (4.<0), @ denoies the sggregsted receirder
terms in tne gpplication of (4.<1) on (4..%) =nd f' is the
reweinaer terw erising from the gpproximstion of > by dv.
Since we ere interested in finding Py to o(x~4%), ;nly those
terws ir. the evaluation of (4.z4) thet contritute to O(I\"4
or to larger orders i.e. o(r™3) and O(N—z), ere t: te retained.
e now evalucte tne terms in (4.24) one by ore. Tae first

tarn is
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ST A Y
A= (N -1)" - V. F (v.)av
Slz ) 1 <
0
where
L dy
Z =%

P(l)(vz) = (277) e z <

maging the trausicormation

u=v - %(K - <)

1

(4.26)

(4.27)

4.28)

aud expending tine exponential in (4.27) as well as vl‘ where

v, is given cy (4..3), we find

5 p . _1 b _1.2
- (N = &) Y1 . < <
A Y IR Pl — sz (<77) J/ e

exp{- in p- - % n p~ + nigher terms}
& r

x (L +1n%p° + g h "p” + hignsr terms)dp
P
wnere

1

a=(z-Py -P X - =) 7 5/,

and tne veriacle of integration is cnanged to
)—l

> -

P =z un(y - =

(¢.50)

(£4.31)

Now frow (4.28), expsz:idinz tne exponenticsl { iand multli-

clylng oy tae series in ( ) e:rd siwplifying, we octain
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1 /b 12

AN = &) r1Pg e < 2
S e o i e a5 HRILLAR J ©

-h

[l + % h%(pc - p%) + L h—4(3p4 - 6p6 + pg)

|

+ higher terws dp]. (4.32)

Siuce B, 1s O(X 1), S;, 1s O(K™") so taat frow (4.30), h is
1

0(N%). Therefore, we can replace tae irntegretion 1liuits in

-~

. ] ‘ -I,.&
(4.52) by - o0 and + o apsrt froa errors whic:a ere O(e 'N ).

Using now thne stancardized normal moments

Fo=1, fyu=3, fr5 = 15 end Mg = 105 (4.33)
we Tind from (4.32) to O(N~%)
Tne second term is
3 k== 3
- P1P. -= ‘
8 = (i, - 1) 1.1 ; ‘[' vl‘ P(3)(vz}dv (£.35)
<45,
1z 0
waere
1 3
< (3) . A \
F (vb) = (27) e (vz - 1) . (4,38)

By & siniler argument, using the trensforcestions u end p

giver. oy (4.22) a:1.d (4.31), end experding the exporential
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o
N " s N - E N A
in (4.38) e85 well zs v, “ and (vz - 1, iu terws oI p and multi-

plying out the resulting series, we fird after simplification

o0
5.-£ 1 1%
5=(n-1)t - P1P.S1¢ ey 2 o P
B 6(c =Py - P_)
-0
. [(pz - 1) - %—(pB - 6p* + 3p°)n <
+ higher terms|/dp. (4.37)

Using the stancardized rorwal moments (4.33), it is seen from

(4.37) that B is zerc to O(K'4) ar.d nence © doss not contrib-

ute to P,. to o(N"%). Similesrly, we find thet the next term
1c
PP, -z
o _ (o _ 11 . PaPg z (3) .
¢ = (i 1) Z45,; j[ vy P (vo)av (4.38)
is reducea to
oo
. 3 1 1
A - 2) PP (e7) 2 o 2P
M GRS <4(z -~ Pl - Pz)
- oo
: [(p“ - 1) - 2% - 2p* &+ pF)n7F
+ higher terms{dc - (4.32)

Ine eveiuztion of the terws retained in (4.32) yields

-—
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PSP -
C=-(B=-2). I"e . n% (4.40)
(=1 1ol - F{ - F_l
waica is O(K™°), so that C does not contribute to Pyg to
O(N_4). The next term is
N-= 1
- E P, - \
D= - (x-1)"t . % k. v.e B % (v jav  (a.41)
csl. 9 1 2
&
O
here
) (2) % v 3
4 & Z “ 2' N <
P (vz) = (27) e (Z’wZ - v (4.4%)
and kz ls & function of v given oy (4.17). low using the
sawe transforwatioi.s u end p,
1
v < ( 3
10 Ve

expanding the cuantities

- 5vz) ard kz erc the exponential in (4.4%2) in terms
of p and multiplying out the resulting series, we find after
consiGeracle simplificetion

- o
= S 1 1z
_ e(X - «)© 1P.83 (.7 € P
D=5t —I wTE oy T ©
- a0
~ [%@‘l(pé - 3p%) %h—a(Epd

+ ulgner terms]dp .

(4.43)
of tne terws retsined in (4.43) yields

D

”

Usirg the stendardlzed norwmal momenis (4.33), the eveluetion

- - =l - &) .
(& - 3)

-

’..J

1P K3

(« =P -5,
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.- P1F K3S1¢ (2.15)
(4‘6 - Pl - P“)4
wnich 1is O(N-4) since
N 5
v g R | & - Py - Py
Kéblb = (i = z) Z (PJ - Y- o £) (4.486)
3
is O(N—s). ae shall presently show that the rema2inder terms

f” W and f7' do not contribute to Py, to O(K—4), so that
adding the expressions A aud D (since B and C ~re zero to
O(N—4))giveh oy (4.34) erd (4.44), we octein for the prob-

acility Py¢, an approximation to O(N-4) given by

P . = (i\ - -6) . PIPZ
1e = W =1) Ta=P] - 7,)

[1 - h7% ¢ 3n7% - 2is3nT0(n - w) 2]

waere 2 1s given by (4.30) 2né Kz oy (4.46). Since tne lest

two terws in (4.47) zre O(N™ %), we obtasin to 0(1.7%) tze
simplified expression
P.. = (: - 'Ll Plpc {.l - h—b) . (4-48)
l" (i\ - l) (b - Pl - PC)

Let us now consider tne remairnder terms‘F , @ and f>'.
Ine remainder term @ represents the aggregeted receinder
teris in applying tae Zuler-heclsurin formule (4.x1} to the
dirferences P(zy) - B(z.) ard P(S)(zl) - P(S)(zz) in (4.18).

Ine remweinder tera in the epplicrtion of (4.zx1) to the differ-



ence P(zl) - (2

with 0 < 6 < 1.

tals remainder terw, say C&l, is

PEKZJ_ + 6 (Z;: - zl)]
Therefore, tne contribution to Pyg from
-1 N-«
= N - 1)
0 = g >

Fy
(zq - zz)5 P(5)[zl + o (zg - zl)]dt
v=0 ¢
{4.49)
wnere 1 1
2y - 2, = P.Lsii v € (1 - — z) ¢ (4.£0)
iow consider tae first terw in the application of (4.:1) to
integrate (4.49) over t, say w., i.e.,
w O == -1 "%. -% j
v=0
-i -z
: 1'(5)["2, f e'ESIvE(1. T ,.] (2 51)
witn -% < e <L % v8%1rng the trersfornations u end v given
cy (4..5) snd (4.31) ena proceeding as tefsre, we firg efter
siwpliricetion
oo -
W =c P,|¥ g
- oo
(1 s oemn D] x G5 » o 9] ap
where ¢ 1s z constant.

(4.5
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00
Siuce ‘[ P'97(p)dp 1s zero, we rind frow (4.5.) that
- co
@  is at lesst oI order U(K'4‘), so thst it coes not con-
tricute to Py, to o(x™%). Siniler arguments sp.ly to tae

1
dirfersnces P(é)(zl) - E‘S)

(z_) as well es the remeinder
terws erisiug Irow aprlying (4.xl) 1n integreting (4.18) over
t 80 taat tne aggregated reasincer terw ¢ does nct contribute
to Py, to O(K7%).

Consider now the rewzinder term .F' arising from the
apcroxicetion of }% cy cv. rca the following version of

tuler-liacleurin formuls:

N\ —

M=z LTl
E (v, - Jr 1{v)dv =

v=0 G

|-

= £(0) + : (s - z)

m-1

+ 2 { (‘8 l}( L} - f(bs—1/<o)}
S
s=1

. (z\.a-L ) B, £*N(F Tz, 4.53)

{ ) +7
- . . 4 N s (W}
wiere B. sre tae Bernoulli nuaters and £/ is tne r

zs
derivetive w.r.t. v ol any of tae integsrend functions in-
volved ir (4.24) 2nd 0 £ O £ 1 wnile zum, tae order of tae
remainder terw irn (4£.53) 1s 2%t our dispo=al, it is seern thet

P' involves the terminzl differentisls of tae integresncs at

tne end poirnts o Integrstion v = £ exd v = I - 2z wnich rre
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zero since v,_ cecowes iurinite and the integrends involve the

o

term € A Now consider the remeinder teru in (4.53). At

v = (M - &) &, frow (4.25),
_1

“2) (1 - ey [op(1 - €] “s7i(r - z) E.

(4.54)

:1+P

(1 -

We now seperate the velues of ©y between O end 1 into two
groups. In the first group, Oy 1is egual to 1/c or the lead-
ire terc of the dirierence tetween Oy and 1/ is proportioﬁal
to ]‘:\*-rx with r > 0. The rewsirnlrg velues of &, fzll in the
second group. It is essily seen from (4.54) tiet for the
values of ©; in tae second group v, 1is o(x®) with s > 0
since Sii is O(I\'l), arnd tne argument to e used for the
rezainder ters in case (t) telow zlso applies to the values

of 61\; ir. this group. Now frow (4£.54), for_veluss of GK in

J""“

tae Iirst group eitner v_ is zero or is o(n< l‘). So,-we now
distinguisa the two cases (2) ry > 1/< erd (c) ry < 1/%.
Consider first tne case (z). In terms of tae vesriatcle u

rere u is given ty (4.z2),

3 -t
S ()
= const.(N - r.) P Sli Z f (—l):L (::"1: 2)414-;

(4.55)



60

Therefore, by repeated dirferentiation of (4.5:Z), we nave for

the largest vaiue of |uf,

) . (4.56)

The repe:ted dilterentiatio. or the function involving vg

\

only in the integrand of (4.x4), say g(vE;, is now seen to

t ive .t
have a leadling term of the form Q—% . (%%ﬁ) which is of
avz
<

1
-2t
order O(N © }. Therefore, from the Leitritz formuls of dif-

ferentiation o1 & product 1t is evident tnzt every integrend

b

function in (4.:4) wnich is seen to te of the type vi glv.),

b >0, is O(N_K) with kK > 4 provided zw is texen sufficiently

large.- -
. . 3 -ckB® o
In case (c), the remeinder term goes down as Ofe - K°%)
where 8 = 1 - zry >0 2nd hence swaller than O(N'4). So, the
recainder term .Fl does not contricute to Py, to O(N-4).

Finslly consider the remainder term p givern by (4.20). Fromw
(4.17) it is seen tnet tne sum of tne expcnents of the power
products in v and . in the formule for k3 is equal to - 1/%.
iow 1ir. tne p-scale, v = E_;_é'(l + h_lp) i ¢l with ¢ =

&

(nb;_él (1 + h—lp;. So, k3 1s order O(K %) in the p-scale
b

1
since G = % + 0(x ) in the p-scele ceceuse nt is o(x

ine Appendlx 1in Chegpter IX gives & heuristiic ergumert to show

tnai tne sum of tne exponentis of tae power producte in v =2nd N
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in the formula for k, is equal to (- % + 1), 1.e. kpn is

r
-+l
O(N © ) with v = gN and thils is actually verified up to

r = 8. Now, in the remainder term.F, k4 and k§ are the
largest order terus, l.e. O(N—l) with v = gN. An snalysis
slmliler to that o the kz terms shows that the terms witn kg
and kg are ol smaller order than O(N-4) and so 4o not con-

‘4). Note from (4.44) that the term

tribute to Py, to O(N
with k3 contributes to P;. only terms of order O(K‘4) end
smaller. Since all tne remaining terms in P involve the
higher order cumulants and their powers whicn are of smaller
order thsan O(N—l) with v = g, it follows tne the terws in p

-4). Ve shall not discuss

do not cerntricute to Py, to O(N
here tne inversion of the doutle summation in (4.16) and its
convergence.

Independently of tae atove argument that the rewmeinder
teras .F’ w and .P' do not contribute to Py to O(N'é), the
following two checks provide acdditional evidence thzst £l11 the
terws of O(h'4) and larger ere included in (4.47). The first
c:eCK 1s the specisl case when ell procatilities P; ere equsl
to 2/NK so thet 54, = C end n~1 = 0. This check tests only
the leeding terz of (4.47) since h™l = 0 so thet the coeffi-
cients of tae rewaining terms in (4.47) are not szffected Ty
this cneck. In tnils case, Py, given oy (4.47) reduces to
2/i(l - 1) waich 1s the correct protacvility for units 1 and 2

to ce in 2 sawple ol size <. A more sezrczing checs whicn
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takes account ol &all the terms in (4.47) is provided by test-

ing tne order to wnicn the equation

N
S Py o= (n- 1By (4.57)
i'#i
wnich in our case n = < reduces to
N
2 Pyyr =Py (4.58)
1v31

is satisfied. Wwe now show thst (4.58) 1s in fect satisfied
to an order (i - 1) O(N"%) = 0(x™9) 1if (4.47) 1is substituted
in (4.58) waich confirms thet (4.47) is correct to O(N"%).

Using tae formula (4.30) for n and (4.43) for Kz, (4.47) can

be written in the form

l.‘ < . » .
P.., = }‘iPi' . (1‘: - b) [l _ ZP% - P; - ch:l
ii (¢« =Py - Py1) (N-1) (2-B; - P;1)2

Y] > Py - PY - PYI)°

(l+7“1”+"5 4
N - 9 -3 e = Fy - Py1)
- 3

. 1 . 3 - 4 _ ‘ZPE

S T2 {8 -3)% (L-=2)® (z-Py -Py)°

. <

. & 2 P ] (4.5¢)

(i = &)(e - Py - Pl')d

w.ilien to O(ﬁ‘4), reduces to
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, < < <
l"iPil i _EiPi'(ZPt-Pi-Pi‘)
- Py - Py (z = Py = P31)°

, & 3
(¢ - Py - Pya)® (2 -py - py)®

(4.60)

wnere tae suuvscripts 1 snd < are repleced by 1 and i' respec-

tively. Expanding all denocinators in (4.60) biromislly,

retaining all terms to o(N"%), we rird after simplication

- - d < <
Bygr = [£ PyPyo + 3PPy + ByPTY) - %PiPi‘ > P

s

) 5 < <
+ 2(zPIPy\ + 2PyPLy + «PTPT)
3, & & £ 3 £\ 2
- Te(PiPyr + ByPT) 2T+ S0 S PD)%R, Py,
- 5 iy Z ey - (¢.61)

Sumcing (4.581) now over i' rrom 1 to . excepting i' = i and

K
_ Ll 1 L&, 1 E_ .2
2 P = Erle =P+ 2R8e - p) + 2R (T EE - D
1141

P

o o

5
i

N [

N z
(4.62)

whica reduces to P; tnerecy providing the desired chec:.
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B. Vsariance Formules to Orders O(Nl) ar.d O(NO)

Sucstituting for Py4: from (4.61) i the veriance formula

for i, namely,

N
A Pss .
v(¥) = LA S s LT (4.83)
2 Py i PP THY »
we find .
v(Y) = Z%-l * 23 Yiypo# 2 (Fy o+ Provivg
J ig1t 11!
-HEPD(T viyse)
141
- ._3( ZPg)[Z (Pi + Pil )yiyil]
16 a

1 ~& < 1
+ 72 (Ff + PYOyavsr + 3 2 (Byyy)(Byiygr)
141! i#l!

+ 2D vy
141!

3
—%(Z\Pt)(z yivi0) - Y7 (4.84)
141!
Reteirirg terus to O(XC), (4.564) reduces %o
@) = ¥ 1vE _lsyELLlyFe4. - 1> pE)YE
(¥) ij 5 Xy v LY ZEy; - (T PRY
1 o & 1 2 < 3 < -

1 : ; 2.2, 2 2 3
+ £ YT Py ¢ AT PN - LY Ze))
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N
N ) N
c < B
B} lpy iyl 3 1.8 o .5

< o -
D +fzery, -1y Ee0". (4.66)

—~
<o
|

On. the other hand, if terwms only to o(xt) are retained,

--

<
A y-‘ 2 p & o
VY = 3 P-BL— Ly 1 Zyj+ 2y Zeyyy - M ZEDYT
N , y
- ZPJ(I—%PJ)(#‘%) (4.67)

Tne variance of the estim~te of the tot2l Y 1n sewpling with

repleacerxent 1s
A y
vy = 2 Pt - D) - (4.68)
J

Equation (4.67) which 1s correct tc O(Nl) cocpared with
(4.68) shows the characteristic reduction in the variarce

through the "finite population corrections" (1 - % PJ).

Hernce, tne present sampling procecure without replacement
vielcs & smezller variance esymptoticelly fur the estimsie of
tne totea. taen sampling with replecement. For tne speciel

. . . 0 .
case oI equsl probesbilities Py = £ (4.83) to 0(N ) reduces

-I\?’
to tne rewiliar varliance forwule for the estimste of the total

in sauwpling with equal proocebtility and without replacezent

b

:I.'Q' ’
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o N .
A < < <
V(Y) = ?\'rl—?v . (l - .é') 5 (y - }"—.)‘ (4.69)
e\l - 1, N~ T N

-C. Estimation of the Varilance

The method 1s to supstitute for P in the Yates snd

it
Grundy estimate of tae varlance, which for n = < 1s

I

A PiPy1 - Pysa1 ¥ Y1 <
1Py ii i 1
vo (Y) = PR L (4.70)
From (4.61) to O(N"9),
Pb
1 z t]
Pii' = % Pipi' [l + Z(Pi + Pil) - p . (4.71)

Therefore, substituting for P 41 from (4.71) in (4.70), we

firnd to O(Nl),

P pZ
A (1 - 1 : Py + Zi t) ¥ Vi <
Vyo(¥) = < — - (5= -2 (4.72)
YG - < P
Pi + Py ZPt i it
(1 + — - )
< 4
Expending the denominetor binomlelly and retaining terms to
o(xl),
EPY. vy gyl E
) = - - t i Ty
Vyol¥) = (L - Py - P, + _..é__.),(l_DI Py (4.73)
For tne special cese of equal probtescilities Py = %, (4.73)
JAN

to O(Nl) agrees with the femilier formuls for the estim=te
of tne variance 1n equel probability sempling without rerlece-

went, i.e.,



- < .
WH-Ea-8HFG, -p° (4.74)
&~ \Y
where y i8s tne sa.ple mean of the two units i and i'. To

find vXG(i) to O(NO), sucstituting rfor P in (4.70) from

iit
(4£.61) which is correct to O(N'4), and expanding the denomin-
ator binomlally and retaining teras to O(NO), we obteain after

siwplification
vyo¥) = [L - (P + Pyu) « g ZP; - $(PY + PY0)
2\c <
- H =D + Hpy + Bya) SPY
1 37.¥ ¥s 2
Y - - Ji
+ 1 zpt](Pi Pi') |  (4.75)
which egrees to O(NO) wita (4.74) when &ll Py = % .

In this connectio:r, it 1is worthwhile to point out an
luwportant aspect of the Ystes erd Grundy estimete of the vari-
ance for the case n = . Frow (4.63) zrnd (4.68), it cen be
eesily snown tnat a necessery conditior for V(?) to te smaller
tnan V(?l) is
P it - Pipil - (4-76)

i
For genersl szugle size n, this condition is

i é:éillj%_ll FPy (2.77)

Tnis condition is glven oy Nerein (1951). Thnerefore, it
iniediztely follows from (4.76) z2rnd (4.70) thet the Ystes =nd

Grundy estimate of tne varience is zlweys positive if =&
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sampling procedure without replacement for which Py = np; 1s
more etrriclent than sampling with replacement, and n = Z.

That 1s, if there 1s & sampling procedure without replacement
for wnicn tne varlance is smaller thesn the variance in sampling
with replacement independent of the Yy» which 1s the case we
are interested in, thern the Yates and Grundy estimeste of the

variance is always positive. It may be noted thst this re-

|

sult 1s true only for the cese n = &, since conditions (4.77)

are not sufficientAto show that

n .

A P.P,y - P <
-y :Ej it i1t Y3y _ ¥y
1
1'>1

is always positive. (4.78) is positive if conditions (4.75)
for 2il i znd i' (1 # 1') are satisfied. However, corditions
(4.77) do not imply (4.76) except when n = <.

For our psrticuler sazpling procedure, condition (4.76)

1s in fact satisfled to O(X"°) sirce from (4.71),

_ <
Fs:Pia P, + P P
- L oot Zi t] (4.72)

PiFyr = Pygo z

P; + Pj
1771 £ 1. This fect

walcn 1s greater taan zero since
could of cocurse heve bteen inferred from (4.587) which shows
s yd - Y o) H ~ - b

tnet V(YY) is swelier than V(Y ) so thst (4.78) would heve

followed as & necesszary condition.
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D. An Example for Efficlency Comparisons

We use the data given in Table 1, Chapter III, which are
teken from Horvitz and Thompson (195<). The populastion here
consists of N = &0 plocks in Ames, Iowe, ard ¥ and xJ denote
respectively the actual number of households and “eye-
estimeted" numter of households in the Jth block (J = 1 to
<0). The probability P‘j for the Jth unit to be in a sample
of slze = 1s taken proportiocnal to the "eye-estimsted” number

<

> Xy In Tacle 6 telow, the
=1

J
evaluestions of the veriance of the estimasted total for the

of households x,, 1.e. Py = ExJ/

present sampling procedure and for different sampling systems
considered in tahe litersture are given. These efilciency com-
parlsons ignore cost.

Sewpling systems < tc 10 correspond to different methods
cf utilizing supvlementary irnformstion xj, and saxpling system
1 is equsal provatility sampling withoui utilizing supple-
wentary informastion. It is evidert from Taecle €, thet ell

tnese metnods of utilizing x, are vestly superior to system 1.

1ne cstimator < is tae well inown retio estimator 1in ecuel
procaclliity sampling end here the ctias of tais estimator
wnicn equals 1.17 is neglected. In system 3, the z0 tlocks
are dlvided 1ints two strsta according to the messure of size

x.,, tne ten lergest ocelong to strztum 1 end the remeining ten

J!
celong to stratum <, and X; derotes the strztum totel of Xy

Sirnce only one unit is drawn with p.p.s. from esch stretum, no
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Table 6. Variances of verious estimators of the total of
the y, for the pownulation given 1ln Teble 1
-
Verience
Sempling Method of Form of the of the % relative
systen selection estimator estimator efficiency
1. Equel probability _
without replacement Ny 16,19 100
. u <
zZy
== . x 5,280 497
ZXj
3. Stratified; one unit 2 v
each of < strate EE t x ,954 2le
4. Lahiri: Unciesed ( Syl
retio estimator Yile . 3,579 453
( ZJ-KJ)r
S. Horvitz and < v
Thompson . i 3,095 524
(metnod l) Z PJ ’
5. Horvitz and
Thompson
(method &) u 3,075 527
e ricxey, ordered _
estimetor u 3,055 831
g. rickey, unordered 53,0264 V(u*) 534<E
estimator u¥ < 3,038 < 535
g. F.g.s. with <
replecement E: ZL 3 La1 500
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Taple 6. (Continued)

Variance
Sampling Method of Forwm of the of the % relative
system selection estimator estimator efticilency
10. Present procedure
P
1l
(a) 0(N7) > u 3,025 536
P
. 0
(t) 0(N") " 3,007 539

valid estimate of the veriance can te found for system 3. In
systew 4, the two unlits are selected with probetility propor-
tionel to the sum of the messures for the two units, i.e.

( EExJ)E/X where ( )2 dernotes a set of £ units. The estimator
4 telongs to class 3 according to tane classificetion of the
estimators in Chapter II. Sampling systems 5 and £ and their
llumitations azve been descriced in Chepter II. The estimator

7 telongs to class 1. From Mickey (1959),
NS Yo ST SN (4.80)

Tne estimetor 8, u*, octained by unordering u is

y Y, Py - Pe y Ye
<Py P «le - py - pz) "P;  Pg
The variance for the first six systems are texen fron Horvitz
and Thowpson (185<) ar.d tne verience for the estimators 7 snd

8 are teken from wickey (1958). For tie estimste 8, only
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bounds on the veriance are availatle. The variance for
systems 9, 102 and 10b is computed from the formulas (4.68),
(4.67) and (4.66) respectively. Systems 5 to 10 have approxi-
wately the same variance in magnitude where systems 5, 6 and
10 celong to-elass 2, and systems 7 and 8 belong to cless 1.
This may indicate the approximete equality of efficlency of
estimators in classes 1 and < (a2 discussion on this aspect 1is
given in Mickey, 1959). Incidentally, our samclirg procedure
10 hes the smallest vearisnce compared to wie other systems

1 tc 9, though the geln in efficlency 1s comparatively smell.
Also, there 1s a gain in efficlency of acout 7% (234/3x41)
tarough sampling without replacemenﬁ as compared to sampling
with replacement (10t vs. 9). Finally, it is of interest to
exhibit the nature of convergence of approximafions O(Nl) and
O(NO) to V(?), by regerding the variesnce rormula (4.68) for
;ampling witn replacement zs an gpproximation to O(Nz) es set

out in Table 7 ktelow.

racle 7. Approximations to tne veriance of §

Order of Formule

epproximation used V(%) Dirference
o(x%) Eq. (4.68) 3,241 216
o(nt) 2q. (4.67) 3,025 18
o(x%) Sc. (4.63) 3,007
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The convergence in this example appears to be quite
satisfactory although the population size (N = £0) is much
smaller than those usually encountered in survey work. This
iudicates that in most or the practicel situetions, the veri-
ance formula (4.67) to O(Nl) which is feirly simple to com-

- pute, snould be satisfactory.
E. Compsarison witn the Method of Revised Protabilities
of Yates and Grundy

The ltersation procedure of Yates and Grundy (1953) to
octain revised probabllities whica ensure tnat Py = np;y, nsas
been descriced in Chepter II. It is proved nere that, for
the cése n =&, the Pyy: values attained througn the Yates
and Grundy procedure and tarough tne present sampling pro-
cedure &are exactly the same to O(K_S), cut not to 0(N'4) so
that V(¥) 1s tne same for both tae procedures to o(xt) but
not to 0(N°). Since the terms of O(NY) are the importert
terns coniricutirg to ine gain in precision of samrling with-
out replescement over sampling with replacement for moderately
large i, tals result shows thet botn the procedures have
prectically the same efficlency. However, with our procedure
there 1is no need to compute the'revised protatlilities which
involves heavy computation s I increases.

Low frow (4.71), the probzbility of selectirg units i

ar.d i' for our procedure to o(x"%) 1s
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Pyyr = 2pypyr + &lpipyr + pepfi) - =

since P1 = zpi. For tne Yeastes and Grundy procedure, the

procabclility of selecting units i1 and i', say P§§?, is given by

#*_3t
(a) PipPi D3P31
Pii') = 1 i*s + 1 1* (4-83)
1l - pi 1l - pll

and
* N *
it Pi -
1o TR
where pI eare the revised probacilities which ensure that

P; = zp;. DNow, expanding (4.84) vinomially, we ottain to

By = p; [; + E:p:‘ - p:Z] = zp, (4.85)
or
z -
( Zp} - p3)
Py = By [_l * t— ]
( Zpf% - oD :
— t i e A Nl
= oy [1 - 2 ]w o(x™<)
( 9% - p.) .
= py [1 - Zp;‘ Pi ]t_: o(X™%) (4.88)
gince
p; = p; [l + terws of O(K-l)] . - (4.87)

Further, expendi:g (4.83) cinomially, we octein to 0(3‘3),

(
gt

(q8)

= p;fp;:l(l + p;) + p;p;f,(l + p;f:) . (4- E)

3 Y o 3* Ze - o2 = -
Substitutir. for p; iro. (4.833) in (4.88), we ©ind to C(X 3),
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P(ifz = ©pypys + «(PIPyy + PyPY1) - <pyPyi 2 PR (4.89)

which is exactly tne sasme s (4.8z). DNow let us examine the
couparison of these formulas to o(u~%). Frow (4.31), wve
obtain to O(N"%),
: (o < : <
Pii' = &pjPjtr + c(plpia + pipin) - Cpipiiz D¢
3 3 c 2
+ 4(pipi' + pipi') + 4p§pi'
z P4 2. &
- 6(pSpy1 + pyP3) 3PS + 6py0y (T pY)
3
~ 4p,p;1 2 P} . (4.20)

since P; = Zpi. On the othesr nand, for tce Yates and CGrundy

procedure, we may write to o(x~2),

N
3 5% a* L #+c
Fy P1+P12PJ‘I*PJ+PJ)

J#1
B *Z 29 3 *2] -
—pi["+ Zpt + Zpt —pi—pi =‘p1
(¢.91)
so that
#e #3 _ o _ wRy 771
ot gy [1e ZPET ZP TR T E )
“i i 2
2 3 N z
-2 pt + 2 Pf -p; - oy )
=p [l— 2 j‘
i 2 '
(% p¥5)% + 2 - p? 3 p*
+ t 1 Mt (4.92)

to O(K™). Iow substituting the velue of p§ to O(X™%) from

(4.86) in r.n.s. of (4.9z), ve find =fter sitplificsticn, to
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0(N"°) that
3 2 & - £ < L < - N 'd - 3
PR L L RN S S
1 4
(4.93)
woreover, we obtain from (4.83) to O(N—4),
(&) it 3 # i+ » * #2
Pyji = pypy (1 + P, *+ Py )+ yipi,(l + Py, * pyy) - (4.94)

Finally, substituting the pI given by (4.93) in (4.94), ve

octain after simplirficatioch, and to o(N"%) that
plal _ ¢ p,, + =(p% + p.pS,) - 2p,p > p°
13t T P3Py PiPj1 1Py 1Pyt T

3 3 g e 7 2
+ 4(pypys + pypyy) + 5 pipE - Ho¥pyi+ pipf )T pE

7 Do R 5
PR IUITIDIE OIS N IR I (4.25)

Comparing now (4.90) wits (4.95) it is seen thet P.

li 1] }&nd

Pgiz Giffer in tnree terwms waich are 0(3—4). For tne specizl
case oI equal procacllities Py = % or py = %, the prodability
P§f? lizge Pii' reduces to &/¥(X - 1) which is the probsbility

for selecting urits i1 2i.¢ i' ir the ecquel prooceztllity case,

tne sample size ceing two. Tne check (4.58) which was used

for P car. elso ©te ascllied to caecs the order of P§f?. It

iyt
hzs been verified that

i
SoelE _p i, (4.95)
1141
to O(N-é), oy sucstituting for PS?? from {(4.82) in (4.¢8).
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Now, using the values of P§§2 in (4.9¢) endé proceeding exsctly

as in section B, it is found that the varience of Y to O(N”)

is

y Y < o o
(5 - SRR 15 8 LI I
+ &(Z‘, P;‘;)(Z Pry¢lY . (4.97).

On the otner hand, 10or our sampling procedure, Irom (4.68)

N

X C .
) - Yy 1 5 PY2 P}
V(I)-ZP(l-_J.)(__.I 5 ’EZ(PJ‘ j4rt)
y v “ o ' 2 'y ""
‘ (1—;31 -5 HT ry)© + R DR HE
- PN X peyy)Y | (4.98)

to O(NO). Equetions (4.97) ard (4.98) dirfer in their last
tnree terws whicn are O(h ), 2uéd it is not quite clesr whnich

verience is smsller and thlis may depend on tae structure of

tne PJ and yj values.
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V. THE GENERAL CASE n > 2 AND N LARGE

Since the metnods to te employed for n > 2 are similar
to those used for n = &, we shall briefly describe these
metnods ctut concentrate on tine new features that are not

encountered in the case n = <.

A. Derivation of the Probabilities Piil to Orders
O(N—s) and 0(X~%)

As before, the total numcer of errangemxents ! can be
divided into (X - 1) groups according 28 to whether there are
v=0,1, --., (Il = 2) units “between" Fy and Py,. There zre
N x (N - &)! arrangements in each of these (N - 1) groups so

tnat ail of tnese arrangements are represented with equal

procablility 1 T Consider now tzne contritution to Pii' from

asy -

a particular group wita v units tetween P; and Pi" For the
ith unlt to be in tne sample, we know from our sempling pro-
cedure, the iregualities

77—,1_15_8 + KC”T'i (5.1)
must be sstisfied where x may be sny integer between -(n - 1)
ai.d (n - 1) and s is 2 uniform variste wit: 0< s £ rn. This
meeng thet s must be within one of the followlng ranges each
of length Py. Tne first of thnese is 7/, , £ s8< T, 2nd the
oitner ranges gre displaced fron the sgbtove rance in the anti-

clockwise direction ©y 1 or z ... or {(n - 1) eccording es

Ty 121or Ty 122 ... o0 Ty 1 2(n - 1) or in tae
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clockwise direction according as 71y £ 1 or 7Ty £ « ... or
77715 (n - 1) respectively. All these ranges make contribu-

tions to P identical to that from the range '77"1_1 < 84 '7771

1y
since tae lengtn of the range of s is equal to Py in 211 the
cases. Therefore, we have to evaluate only the contribution
to Pyy from the first range 77, ;< s< Ty, say P;.i' , those
fron the remaining (n - 1) ranges being identical.

A positive contribution to P;i. can only te made if both
T, 1 <8< Ty and one of the following (n - 1) inequalities
is satisfied at the same time:

Inequality (1). 77-'1 + Tv{: s +1< Wi + Ty + Pi'
Inequelity (2). 7T + Ty < s + -’4<7T'1+Tv+pi,
Inecuelity (J). Ty + T, < e+ J< M5 + Ty + Py»

1!

(58.2)

Inecuslity (n - :L).'777_,L + Tg<s +(n - 1)< '77"1 + Ty + P

where Ty 1s the total length of the v zrcs which lie "vetween®

Py and Pi' in clockwise directiorn. This meens tazt we con-

th

sider tne procability tnzt the given 1 unit is drewrn for

k = 0 and 1'%8 ynit 1s Grawn for either k = lorx=2 ...
or £« = (n - 1). aking the transformation
t=86-T31=8+p -T, (5.3)
so tnat tae first range is
0< t<Ppy (e.4)

where t i1s z uniform vaeriste with ordinete density 1/n like s,
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eGuations (o.;) can be written as
Inequality (1). 1+ t -P3 -Pyj1< Ty <1+ t -Py

Ineguality (c). <« + t - P; = Pj1 < Ty €2+ t - Py

—

Inequality (J). J + t - Py - P41 < Ty <)+ t-PFy

Inequality (n - 1). (n~-1) + t - P - Py < Ty <
(n-1) + ¢t - Py

| (5.5)

Therefore, the integrated contribution to P%i from inequelity

(3) is

B

Py
Jr Pr.(}J + t - P; - Pjr< Ty <J+ t - Pylat . (5.6)
J _
IT tae 1'%1 ynit is crewn for k = j, then from inequality (J)
of (3.2}, it is seen tart v renges frow (J - 1) to (X - n + ]
- 1) since 1"0 ynit is érawn for k = O erd esch P.< 1.
Therefore, suzming over the zppropriste renges of v for these
(n - 1) c¢ifferent czses, exnd multiplying oy the constant
protacility 1/(x - 1), the totzl integreted contribution *o

l -
Tiy is seer. to bpe

i-n £1 '
Iy (N
Pign = m{ / ‘”r'[l* t-P -PFpi< Iy <
v=0 0O

1+ t©t - Pi}dt +



=

-0+

M

<
I
B

m J(Pi
0
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ra .- 1
LL"L“T - T

.t -Pi]dtfr

N-&

. 2

V=Il-¢

Py
J/ Pr.[kn - l) + T -~ Pi - Pil~< TV <
0]

(5 - 1) + - Pyjat

(5.7)

Adding now the contributions to P33 frow all tne remalning

(z. = 1) ranges which are identical with (5.7), we find the

total contricution to Pii' as

Piil = (K -

1)'12‘2 LR
v=0 &

Fv(l + t - Pi . Pil{]dt +

w—L+D

Folm +
=&

2.

V=IL-¢

Fv(n -

N-n Py

Py
{Fv(m

1+ t-~-Py

- P;)
l + T - Pi)
ai[)]it +
1+t -Py)

Pi.)]dt} - (5.8)

wnere FV(T) denotes tne cumulative districution function of

tae totzl (Iy) oi the v vrslues Pr.

2s before
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v(z = Py - P31)
E(Tv) = T 1 7 i

PN

V(Ty) = v(1 - )s‘fl. (5.9)

- <
wnere S%iu is given by (4.10). It may be noted that Py
given by (5.8) reduces to P,y given by (4.11) in the special
case n = . It will e shown below that each of the (n - 1)
integrals summed over v in (5.8) contribute identically to
Pyy0r o O(N"#) assuming that Py = np, 1s O(N71).

Let us consider tne m™® terw (m =0, 1, ..., n - £) in

(5.8), say P§f2, given by

N-n+m Fy
P§§? = (i - l)—l ZE: .Jr [Fv(m + 1+ £t - Pi)

V=0 0
-F(m+ 1+ t-Py - Pi|)]dt (5.10)
and let 1 = 1 ard 1' = Z without loss of generslity. Pro-

ceeding now exactly as 1in the case of n = 2, ty expanding
FV(T) in an Edgeworta serles and epplying Euler-kaclaurin

formula (4.z21) twice, and agproximating 2 by j(dv, ve find
v

i—-n+m 1
() _ . -1 PyFg T2 (1)
Py’ = (x - 1) : - VTP T ()

S12 1
. .3 3 3 1
o-F. - B = -
1F 2 z (3) PiPo =z _(3)
+ -V P (vo) + =5 — "V <p (v.)
E5P1 P, -2 (4) . '
- —:sl_‘ . Vl P (vz)}ﬁv + fm+wm ‘l'fm (5-11)
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wnere
v, = v(l - Y __
1 ( N - z) (5.12)
Py + P. L - Py - P
o + l - L.‘__._é -v - l\'l -
Ve = & -~ £ (5.13)
viS3¢

‘Pm) @ and fDA are the renainder terms defined exectly es

th order deriveative of

ir the case n = x, P(r)(x) denotes the r
the normal cumuleiive distribution P(x), end kz is the
standardized cumulant of thae total T, given by (4.17). Note
that v, depénds on m.

Let us now evalucte the terms in (5.11) one ty one. The

first term 18

I-n+m 1
) -1 P4P, =z
Ay = (- 17 T v, 2 B (v ey (5.14)
1z <
Fie
where
(1) L Lvi
l ) = == Ve
Poi(vy) = (eT) “e ©° . (5.15)
L.OW mese the transformstion

wnere

(5.17)

Then
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. e _r n(1 - —=£) : Z -
Vi = (¢ - —2 ) |1+ N - & . u .
1 I\.-C; 2 <
c - —2—  (§-z2)( -2
N - Z " N - 2
(5.18)
For tne case nh = <z, & = 0 sc that
1 Iy » . “
R e e (5.19)
(N - 2)°

low, in order to expand vlh binomially, 1t is necessrry to

show that
u(l - N ‘fc.—') . Z‘
F = N . & u = (5.20)
c“ ..

1s les: taan one in acsolute value for sll u renging from

L -C tcN-n+x-c¢c. This is immedistely seen to te true
for 1. = = since u ranges from -(¥ - &)/c to (N - <)/ erd

F = -4uz/(K - b)z. Now #t u = m - ¢, (5.20) reduces to

(o - Py - Pr)zm(ﬁ - & - m)

B, + P ,
—;;~——£)(n -om-1-

P1+P

(i - z)z(m + 1 - —_—=)

(5.21)

waica 1s less then 1 1in azcsolute value. Als. for eny value

cetween o - ¢ 26 O, sey = - ¢ + € with e > O,

(n - P7 - P, E(m + el(h - -5 - e
F=-1¢+ —L <) = = = ) =

(b - 2)%(m + 1 -

(Beckc)
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which is less then 1 in acsolute value. Similarly, 2t u =
N -1+ w-=-2a,

(5 - Py - P)%0 -1 - &)X - 0+ a)

P1+P6)(n_m_l_Pl+P

F=-14+

(b - 2)%m + 1 - )

(5.23)
which 18 less than 1 in scsolute value, ard for any value
tetween O ard I ~ n+ w - ¢, 82y N = n+ o -¢Cc - e,

(n-Pl-Pd¢h1-rL- z+ e)(N -r+rm-e)

+ P, P <
I_D_L__c)(n-m-l__i_"_l’.é)

(N - Z)z(m + 1 -

wanich 1is less trnan 1 in s2csolute vslue. Hence, F is less then
1 in acsolute vaiue for il vslues 0o u renging Irom o - C
ToO N - i+ W - C.

' Now, &as in the gase n = k, expcuéing thé exponentisl in
(5.10) 28 well as vzz in terzs of u tinomialiy, ard chenging

t~e varlable of integration u to p where

1 L
P L =
T = uh(l\. - 'L) < (C - :-—S—z) < (5.2.5)
waere
L 1
a=(n-Fy - PN - 2) © 8 (5.26)

we fird efter considererle sipplification
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® g
) PPy ’21‘5 [ ‘%
= AN = &) &7 .
Ay (W -1) (o - P, - P.‘) (=77) ] ©
- 00

[l + h %(p~© - p4) + % hl(% oo - g p4 + % p6)
+ h-4(% p* - % p6 + % ps) + hlh-‘(%% p4 - %Q p6
+%—%p8-1%plo)+;1i(1—.§:-p4-%gpe+%zpe
- §% plO + 3%2 plb) + higher termé]dp (8.27)

where

(il = 2)Sy, (1 - —=2)
hy = - 0 e (5.28)

|+

02
(n-P; -F)(c~-57=3)

—
a’y

zund tae linits of integretion in (£.27) sre respectively

_%. . | ' -
nlo - e)(l - &) (¢ - —5%—) ené n(dv - n +m - e)( - &)
S A

=

™~

N

< .
- (e.- —&—) .. These irtegretion limits are respectively
1 FORE I

(I

~U(N®) end O(LK®) so tnst these cen ce repleced by —o znd +oo

-IN,.2 -
‘%Y. The mein festure here

gpart frow errors whici zre Ofe
is tae eppreerence of & noncentrelity type peremeter hy whiea
deperds OnL L &nad is zer. viaern. n = .. However, 1t will ce
8aACWLR now tnat tne coefficients correspornding to terms in-

volving h, zre zeru s8c ta=t ell the terms A contricute
g Iy L.

iderticsliy to Py, . Uslng tne stencerdized normesl wmoments
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Fa =3 g = 18, g = 105, g4 = 945, [-1. = 10395
and f_,1 =0, r=1, %, 3, 4 (5.29)
we r'ird frow (2.<7),

_ AN - « < -4,
b=y -7

~ (1 -h"%+ 3n77) (5.30)

_4)

te O(N » wnlch snows thst Ay is independient of m since h

does not depend on w. Similer enelysis for the second term

3 N-n+m ;
-1 F;P, “z _(3) .
B. = (X - 1) R f v. < r( }(Vz)dv (5.31)

i 3 1
<45+,
“EFP1c o
waere
N P
P('3)(vz) = (e} “e® % (v - 1) (5.3%)
showe t:at
. mda—i 1 =1
- .S, -= <
I OIS R bl e O oy & __¢c
fm = Wi wln F, - F,) (em) = (e - —==)
oo
L=
z < - 1. S 3 -
e [(p -1 Z nl(p - 6p + 3p)
- 00
., 8 ; 2 & 4 -
- A% - gt 4 3p%) 4 z h (o - 15: + 455" - 15p°)
+ nigher termé]dp (5.33)

wnich 1s secn to be zers to O(L™%) using the normel momernts

. P . =~ -~ 2 - "-4
(2.2%2) ernd ner.ce By does not cuntritute to Pt o{x"7).

Sikileriy, -e fird thzt tahe next term
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3 1
" (o -v=L FiPc ~T (3 .
Cp = (8 - 1) 24312 vl P (vgldv (5.34)
i
is reduced to
[« -4
3 -1 1%

N ) “1Fe (L7) 2 o 2P
u (M - 1) =4(n - P, - PET <

+

Usirg tae

tzined in

waicn is 0(X~9) si:ce

wnere

enc

. - _5' 6 -
[(p‘ - 1) + % hl(p5 - 4p3 + p) - % h™%(p° - 4p4+-p“)

i
8

& Q ,,. <
h;(p“ - llp° + clp4 - 3p‘) + nigher terms]dp .

(5.35)

nornal momenis, the evaluation of tre terms re-

(£.35) yielcs
5. . ~&
(L.-'l) lﬁ\n“Pl-P."Y

- _ (&

o

b

Tne next ters is

L-n+l 1
] -1 F1Py “Z (4}

= - (L\ - l) - k“v P

‘351‘ 39 l
A
. p = & p

(o) = (em) 2 e ©° (v5 - 5v)
< <

(5.36)

- ~1 -
n™* is O(N ) =zné hernce Cm does not

(vz)dv

-~
w
L]
O
n
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- -1 .
K5V" =[Vl (l - +) - (I‘a - &

Now, waking the transformations u snd p,

I . )_l]',1

Lo & o

(5.39)

expanding

: 3 - R
asvl‘, (v - sz) and tne exvonentisl in (5.38) in terms of

p, and multiplyings out tie resulting series, we find sfter

consideracle simplificetion

- i
= - (= &) PP K3 . Tz
bu TGS EE Sy -y T
Q0
1 = <C
-=p“r (L -2=) o3
e‘{ = |67 - e
=z =z
- 00 C
(c - ¥o- z)
+2h (nis - 6p4 + Sﬁz) - Ln%(p
Z B1\E P L I
1 .. S <. 0 3
+ £ ny(p~ - 13z  + 33p" - 9p”) -
5 1
\ 3
+ 33p~ - 9p4} + Z% hl(pl‘ - béplo

—
(¢] 'l—-‘
b
4
-
[¢)

N
—
~—

~~
o]
NN
|
(VY]
ko]
n

|
n

+
L4
oY
(]
-~
o)
~
|
(0)]
o)
W
+
N
(o]
|
S [
[
{
r
L&)
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1 . 2, 3G <
+ 5 h;(p*u - 13p + 33p - Sp )J + h™<(l. - 2) (c T e 2)
[L5- 1 = || (»° - 37
c 3
(N - 2) (1 - %
&
S . ®
1 RS 8 4 ] 3 z <
* 3z hl(y - 6p” + 3p )] - hm(h - &) (b - 2)
[ ;Z . 1 4] (;6 _ 5p4)
c . 4 c
('.'». - Z.) (l - ;_-:—2)
+ aigher terms}dp (5.40)

Using now the stancardized normsl moments (E.:

«2), tne evelua-
tion of tae terws retaired in (5.40) yielids

I . 3
Dy = - {b - = T158s 2720 - &)*®
- (& - 1) 8lu =Py - F_) = °
1e(l - =€ )* ..
. - ( S - 'C.) C_ 5{\1 - <C )L
‘- v C“ Eo-k
i, - c.,(c - T Z.)
- ::—"i' .l L}'ﬂ" 30-‘(1—:—-—-—)
_ < . _ c S
-2 (- =)
~ &
5c
2 c
(2 - 2) (2 - =%
Furtner simplificestion of (5.41) results in
1
. :jP K= K - X

R
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waich is O(N™%) aund does not depend on m.

The argumernt to snow that the remeinder terms Pm, @p
and f>Q do not contritute to P;. to o(x™*) 1s similer to that
given 1in the case n = &, for the rewainder terms P, @ end
P'. Thererore, adding the expressions Ay ané D (since By
and C, are zero to O(K'é))given by (5.30) end (5.4x) respec-

tively, we fiud to O(N"%),

. 1
Slm) _ (- %) PP -c . D —EL}
fl‘ = (_J'.—\ - l—y (*r‘ — Pl — T ) [l-h + 3h - ~1{'3h (L. —6) .

(5.43)

Since (5.45) does not depernd on r, it follows thzt, to O(N_4),

-«

Fle = Z Pﬁi)

w=0

. _ (& - <) PPy
AR cassy f CaES S 5]

-1
: [1 - h% 4 3% zxsh“j(; - z) “]. (5.44)

For tne speciel cese n = o, (5.44) reduces to (4.47) derived

irn. Chepter IV. Since the lesst two terms in (Z.44) zre

=4 . -
(i 7)), we ovtein to O(L 3), tne sipplified expression

- . E-P. .
— R l -
Pro= (n-1) fEoel Foegy (1-879) . (5.49)

As in tne case of n = «, we can eapply tae tw> checis
to test the order of (5.44). 1Ir the first ciaeck, wnen zil

the properiliti:zs P; =zre ecus. to n/l, (5.44) for Fig



reduces to n(n - 1)/N(N - 1) which is the correct protasbility
for two units to-cve in & sample of size n drawn with equal
procabllities and without replacement. The second check is
to test that

N

> Py o= (n - 1)B (5.46)
131

is satisfied to O(N~2) when (5.44) is substituted in (5.46)
wnere tne suifixes 1 and < are replaced by 1 anéd i' respec-
tively. WNow, proceeding exactly as in the case n = £, (5.44)

to 0(N"%) cen te simplified as

_ (o = 1) E,Pys + LE_igll (2%p41 + PyPSY)

Piil

_ {n —512 Pi:;i' Z Pé.;. Ln_."s_ll (E.P?Pil + E.PiP?_l
n n°

+ bPiPil) - &—;IL)- (PidPix + PiP‘;l) ZP§
3(n -1 sve _g(n -1 - 3
(5.47}
where P; ard P2 are repleced vy P; end Py respectively.
Sumning {5.47) now over i' from 1 to N except i' = i, snd

noting that 2, Py = n, we octeln to O(R'a),
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<3

K
zz? Pyyo = Lﬁ_g_ll Fy(n - P,) + LQ~:Ell p?(n - P.)
—— b - n
1141

(o - 1) < p: -
+ AR nzl P,( Z Py - Pf) + gi§—~§ll p>

n
_ s -1) < 4 (n - 1) 2
ns Pi ZPt it —ng— Pi(n -‘Pi) Z Pt

= (n - 1)P, (5.48)

thereby providing the c¢esired chneck.
B. Variance Formulss to Orders O(Nl) end O(NO)

Sutstituting ror Py, I‘rom (£.47) in
K 2

A’ P o
- iil
V(Y) = z Z FE V1Y - ¥ (5.49)
141!

ané retaining terms to G(NO), we rind

<

vd) - z%-g_u_%_uzy§+%u<zpjy3>z
lesd (sehyt - Hazl) et
P B (TN Z 5D - o (2 p8)(Z pyypy
e 3 _l (Z Py )Y + ———H("ng LU Z Py &2

~—L——lY(ZPt) +‘—(!—1—§-£)—(ZPJJJ



N , N .
(n -1 o3 _ P g, ¥y _xy©
_a_r_l:_). > (2 - 2 2 Pt)(ﬁl L)
S S o2z
. éﬁ—n;-g—ll(z Py -1 X P (5.51)

to o(NO). On the other hand, if terms only to O(Nl) are

retained, trom (5.50) we find to O(Nl), the simpliried ex-

pression

<
y. . - 3 I - :
v(Y) = ZF?‘%—LH_HZY‘;*‘(nnzl (ZPJYJ)Y

- SE?}_[ (> p‘s)yz | (5.52)
N _

= _{n -1 y _Y <

- > P, [1 o -1) PJ](F} X" . (5.53)

zguetion (5-53) shows the chearacteristic reduction in the
verience whern compared witn tne verience in sempling with re-
placement, tarcuga the "finite populstion corrections®

(1 - Lﬂ_ﬁ—ll-Pj). Hernce, the present ssmpling procedure
without replecemen® yields & smaller vzrisnce for % asymp—-
totlcally compsfred with unecuel probsbility sempling with
replecexent, for the generzl semple size n. For the specizal
case of ecgual probacilities P; = n/i, (5.51) to O(NO) reduces

J
Tc the femilier vserience formuls for szmple totasl in equal
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procavlility sempling without replacement.
C. Estimation of the Variance

Tne method is, as before, to sucstitute for Pii' in the

'

Yates and Grundy estimate or the variance
<

n

A PP - P y

VIG(Y) = EZ: i i'P 1! (%L - §£L) . (5.54)
i1 i i i

Frow (5.47) to O(N‘S), we nhave

- 2
Py = L—ln =1 PiPyi 1+ 2(By + Pyy) - 111_2' ZPt] . (5-55)
Therefore, substituting (5.55) in (5.54), we find
n 1 - (%."—1—)(1’# Pyi) + {B=1) 5 p2
1 - né

vool) = (n -1 2 - z
11 1+ X, +py) —;1152?1;

¥, Y B

(I—’i— 17;7) . (5.56)
Expanding tne denominator binomially and retaining terms to
O(Hl), we find

il

[»]

N
&
(V) - 2.5 s
(B = (-1 20 (1-p -, 2 ZEDGE- D
i'>i n i Py

<>

v
IG
(5.57)
1 , .
to O(K™). For the specizl czse of equzl procacilities
P; = n/k, (5.57) sgrees witn the familisr formulz for the

‘estimete of the veriance in ecquel protsbility sempling without
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replacement, noting that

Il n
> (yy - yi.)’.= n > (y, -N*. (5.58)
i'>1
On the other hand, by sucstituting for P,,, frou (5.47) in
(5.54) end expanding the denominetor binomially and retaining
terms to O(NO), we ottain
n N
vl = -0 20 [1- By 0 L TR
it>i
<

v hd ] o
* i—z-(PjL + Py1) P2 iz Zpi](g_’; - ;i_:) (5.59)
to O(NO), wnich agrees witn the estimzte of the varisnce in
equal prooability sampling without replaecemernt, when all
Py = n/X.
D. Compzriscn with the lethod of Revised Probatilities
of Yestes &nd Grundy
It 1s snown here for the case of generzl sample size n,
tast tane Pii' values attzined througnh the Yates and Grundy
procedure of revised probebilitlies to ensure Pj = npj, and
througn our procedure zre exesctly the same to O(N—s), so that

l).

V(Y) 1s the seme for both procedures to O(K we snell not

,—4 M -~
evaluzie here the P,,, values to G( ) for the Vetes =2nd
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Grundy procedure a2s was done in the case n = %2, since the
evaluation seems to involve heavy algebra.
Now, from (5.47), the procabtility of selecting the units .

1 and 1' in & sample of size n for our procedure, to o(N"%) 1s

Pyyr = nln - 1)pypyy + n{n - 1)(P§P1- + pipgg)
N
- n(n - l)plpi. ‘zz p§ ~ (5.60)
since P1 = np; - For tne Yates and Grundy procedure, the

protebility for selecting tne units i1 and i' is given by

-1 (k-%£)suwxs

TSP s L LA 1P1=) Z{Z[ZZ Zp

l‘pj_ l‘pi‘l

J#st-
f1410
2B position
++
. —Ps Py
(1 - pz) (1 - pj - pg - ---)
*
P |
- * » : *
(1 -p}-pf =) )

th
2=1 _(&-<)sums g position

*Z[ZZmZpg-__pg_T.,_ Py

ELST N (1-95)  (-pj-pg-- )
Fifl!
pt
o = " ] } (5.61)
(1 -py-pg -+ - Di1 ---)
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n (k-1)sums

Pi“pi"p12, ‘—“L—‘*‘Z{ZJZ, Zp

It (l-pj) k=3 Jysf. .

Ps 134
(—_—'——f*'—- LY * .} } (5062)
1-py) (1 -py-pg=----)

wnere pi are the revised probatilities which ersure that

P; = npy- Dlow, expanding the denominators in (5.62) binomial-

1y, we find after sowe algebtra, to O(N
n

_‘6)

+ . : *2 5
Pi.—.pi{z+(2pt —p;)-a-Z[l—(':i—l)pI
£=3
+(:&-—l)zp J}
= oy [1- g o LB M 5 piE - mpy . (s63)
Tnerefore

: .
*® 1 - s T | #&
pi[l_if_z_llpiﬁ-if__é_lZpt]

o
Jete
i

= o -1) % _ (n- 1) #< -
_pi[l.i-(____z__)_pi—__“__LZthtOO(.\ )

- - 2
= p, [1,. LL?LLpi _(LE‘_l)_Zpt] to O(X™%) (5.64)

since

p; = Py [l + terws of O(N~l)] . (5.88)

furtner, expanding tne denominetors in (5.31) tinomizlly, we

octezin after cunsiderzcie simplificstiosn, to O(N’S),
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n
S? = pip}i (1 + oY) + pyPTi(1 + pyt) + pipy Z [c(k - 1)

- (ot + phOfR(s - &) - 1) - EE=LLY

- ng{(k - 1)(k - 2)(k - 3) - k(k - 1)(k - ‘)}]
(5.66)

= n(n - 1)p¥pdh + (F] + pipil)[ (n - l)n(n + 1)

-*1.4

+ (o -<)(n - 1)n - pipi‘z D¢

g(r. — &)(n - l)n}
5

(5.67)
Sucstituting for pI from (5.64) in (5.67), we finally cbtain
to O(K™°),

(a)

n{n - 1)p;pyr + (p?pi, + pipi')[ (n - l)g(n + 1)

-

deslfes b leife ]l Gy, 5D

[tn - an - n - (n - 1)’%]

a(n - 1)pypye + nle - 1)(piPy1 + PyP5)

- nlu - 1)pyp5 2 Py (5.88)

wnich is exactly the seme as the Py %o O(N“s) for our pro-

cedure, nawely, ecqustion (5.60).
E. A Comperison with Retio kethod of Estimstion

It is of importance to meke efficlency comperisors with

alternestive methods of utilizing supplementery information
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such &8 ratic and regression methods of estimation »=nd
stratification. The difficulties involved in such comperi-
sons and the limitations of the avallable results in the
literature have already been mentioned in Chepter II. As
mentioned earlier, Cochran (1953) has compsred the variance
of the estlmate 1n unequel probabllity sampling with replece-
ment and the_variance of the ratlio estimete without the usual
finite population correction factor. Since we have obteined
a compact expression for the variance of the estimste ? in
unequel procebility sémpling without replacement, namely
(5.53), 1t will ce of interest to comprre this with the vaeri-
ance of tne ratio estimate not ignoring tae finite population

correction factor. Now from (5.53),
.

”~ Z K [
v(Y) = % Z %‘;(yj - ij)‘ - (—Il—;l'-—]'—)- Z (y‘j - ij)d’ {(5.62)

to 0(N1), since P3 = Lpy- On the other hend, the variznce of
the ratio estimete ¥y for lerge seaples (ignoring ite tles)

is givern by
- ,z .
V(ig) = gy - (3 - )Z(y - ¥py) (5.70)
X
where pj = ii .
I
N 1 £ 1
= ';T(l + E)(l - %)Z(y.] - ij) to o(x7)
N N .
. N i . Z _ 2
= E 2y - rpp® - BNy v

L “P3

to O(EY) . (5.71)
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The first term of (5.69) represents the varlance 1n unequal
probability sampling with replacement. It is interesting to
note from (5.69) and (5.71) that the finite population cor-
rection factors for Y and iR are exactly the seme. Therefore,
the cowparison reduces to the comparlison of the verlance in
unequal probability sampling with replacement and the variance
of the ratio estimate without the correction factor, so that
Cochran's results apply here. Assuming the model

yy = ij * ey (5.72)
wiere

>0 . (5.73)

(m

E(ej‘pj) =0 ; E(e?[pj) = SP% , &>0,

Cochran has shown taat the estimete in unecusl probacility
sampling witn replacement is more precise thar the ratio esti-
mate if g N 1 and less precise 1r' g < 1. Also, it 1s stated
thet in practice g usually lies btetween 1 ard <, so thst the
estlimate % 1s generally more precise thzn the ratio estimate
QR’ We do not tropose to investigate heve further possitil-
ities of efficiency compsrisons with other methods of utiliz-

irg supplementary information, e.g. stratificetion.
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VI. MISCELLANEQUS TOPICS IN UNEQUAL PROBABILITY SANPLING

In Chapters III to V, we have developed the theory for a
particular sampling procedure of unequal probatility sampling
wilthout replacement, the advantages of which have already been
described. We shall now discuss soue interesting topics in
unequal procability sampling in general.

A. A New Sampling System for which the Yates and Grundy
Estimate of the Varlance is Always Positive

As mentioned earlier in Chapter II, the Horvitz and

Thompson estimste of tane variance of Y can take negative

values. The Yates and Grundy estimate of the veriance of ¥

is given by
< PP P &
veld) = 20 et T T Fu T, (6.1)
Y e Fige Py Psn
end 1t is belleved to be "less often negstive'. Also 2s men-

tioned earlier, the estimstor (6.1) 1s slways positive in the
following two important situsztions:

(1) The first unit is selected wita p.p.s., l.e. with
probablilities py and the remaining (n - 1) units in
tne semple ere selected with equal procsbilities and
without replescement.

(z) The first unit is selected witn p.p.s. end the second

<

rit is selected witn p.p.s. of the remzining units,

the sample size belng two.
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This meesns that the Yates and Grundy estimate of the variance
is always positive whenever two units are drawn ty the sbove
plan (<) which is the one originally proposed by Horvitz and
Thompson and &lso employed by Yates and Grundy.

It may e noted that for these two systems P; 1s not pro-
portional to Py unless the revised probacilities p; are intro-
duced. We shall not be concerned here with the protlem of
masing Pi proportiornal to Py - It will be of interest to
identify more sampling systems which yleld simple expressions
for Py and Pii‘ as in the cese of systems 1 enéd 2, and for
which tne Yates and Grundy estimete of the varilance is always
positive. We ldentify here a new sampling system with n > 2
wnich ylelas simple expressions for Pi end Py and ror which
the Yates and Grundy estimate of tne variaznce 1s zlways posi-
tive. The samplirg systex 1s as follows:

(3) The first unit is selected with p.p.s., second unit
with p.p.s. of the remei:iing units as irn (<) and the
remaining (n - <) units in the sample 2re selected
with equsal probabilities'and without replacement;

Ther.,, from the zbove description it follows thet

N N
- 5 P3Pk n - ¢
Pi"pi"’pi %f}?——‘]}?*‘zzl—ipj{g-g - (6¢2)
f It

K
Noting that ZE: py = 1, (8.2) cer. e simplified as
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é_-_gl +p._,;,]+§__-_£~i (5.3)
N - &) .L-piu e N - &

where
N
P
Aii' = Z :L_TJP_ . (6-4)
3#(L,11) J
Also
N
1
Pigr = PPy (7= py I - pi.) (z Py )
J#(1,1)
< pi pll n - &
1l - pi 1 - pll L - &
N
P -
+(pi+ni-) Z l—ipj]g—z
J#(1,17)
N N
(6 - 2)(n - 3) AL
M R L ) 2.2 I -p; (6-9)
J£J!
#(1,1')
1 1 N - = 2)(N-n)
= o P(T T To ) r ot B =5 er s p1)

- TS e - mohe - R

(8.6)
For tae speclal csse of equal provabllities py = %, (6.3)
reduces to n/N end (6.5) to n{n - 1)/N(K - 1) thus previding
e caecz. Kow vYG(Q) is =zlwsys positive wnen P;Ps;r - F351 > O

tor every pair (i,i'). So it is sufficient if we prove for
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system 3 that
PiPyv = P340 > O (L #1' =1, 2, ..., N} . (6.7)
After some simplification, we find from (6.3) and (6.8) that

Pipil—Piil L———)—i\-n [%H:% {l‘pi"pi')

_ _ P3Py (1- pi-'pit)(N- n)
Aii'(pi + pil)} 1 = pi)(l YT

Piplt(z - Py - pit)
(1 - p3)(1 = pyt)

+ (N - n)pipi.Afix] : (6.8)
Consider now taoe term
b =(1-p; -p31) - Aj31(py + p3) - (6.9)
Sirnce
1 -py>py + Py for J # (1,1') (5.10)
we have '
N
Biar(py + py1) = Z i‘j—)“li"(pi * Py) < 2 P
33(1,10) ¥ 3#(1,17)
=1-op; - py (6.11)
s0 that
I >(1 - py -py1) - (1 -pg - py1) =0 . (6.12)

Therefore
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[\ . z ~ "
P:P;l - Pin! > Q——‘—I})—, (.1\ - l'l) jo A Y I. - n;niil

PaPy Ay v

pipin(b - Py - pin) _ pipia(l - Py - pil)(N - n)]
(1 - pﬂ(l - pitT (1 - piﬂl - pil.) )

(6.13)
To prove that (6.13) is grester then zero, one cen use the
proor or Sen (19&3) and Des Raj (19:6a) for system (x), which
conslste ol rindiig the minlmum of A;4: &nd sucstituting 1t
in (6.13). However, we give telow ar elewentary and simpler
proof to show that (6.13) is g¢reater then zero. Tais proof,
ol course, can ce used &s ar. alternative and simpler proof to
slow tnal the Yates and Grundy estimste of tae vezriance 1is

always positive for system (z). Since

N ]
P-
Ajjr = E I—:iﬁt > D, =1 -p; - by (8.14)
J#(i,10) o o 3#(i,10)

oy sucstituting for Ayyy from (6.14) ir (6.13), it follows

taat
.. 2
PiP > ___l_ [ No- n)pipi'Aii‘

i ‘i (i £)©

( - L)p,D-: :
i3 - <
+ - -~ - .
T = 5,0(1 - py,7 (* ~ Py~ Pyl ]

wnicn 1s grester then zero. Hence, tne Yates and Zrundy
estinate of tne verlence 1s sivays positive for semplirg

sycstew (3).
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B. Two Protlews in Unegual Probablility Sampling

1. Estimation of the erficlency of
unequal probability sampling over

equal probability sampling

It 1s or interest to estimete the pain in efficlency in
using unequéf'procability saoipliiy over equeal probability
sampling. The veriance of the estimete of the totsl in equal

procevility sauwpling without replacement 1s

’ 8 N :
‘.-, I‘:" n l < < r~ ~
viny) = o (1 - f;’) ToI ( Z%ﬁ - %:—) (8.18)
So, tae proclem 1s to estimste (6.16) frow a sample drewn

with unequal prooabilities, specificeally P, is the procesbility

for includiug tne 1™ ynit 1 a saxple of size n. JNow
n N

E X >y

’Ol"‘:

[l e oY
ct
(8

(W]

~J

Also since

A ~ P
- ~($c < ~
v(Y) = 5(¥°) - ¥ (8.18)
wnere L Genotes tne expectation, 1t follows thet
Tgz. Y© = ¥¥ - Est. V(Y) . (.12)

ror tne estimete of V(Y), we use tae Yetes &nd Grundy estimete

oI tne veriance, VYG(Y). Therefore, en uncissed estimste of

V(L¥) rrow tae sazmple drewr with uneGual probscilities is

= B e Az g (Y) '
v (KDY = L/ o i i X pae] A o
Vi) = = (- ) s 1[zl='“i' R ] (8.20)

A
Coupering tnis wita vy, (¥), en estim-te of tnhe percentasge gein

in erficiency in using uneCuezl probszbllity ssmpling over equel
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probapility samplirng 1is

VINY) - vya(Y)

- x 100 . ' (6.21)
vyglY)

It may be noted that for the special csse of equal prob-
abllities Py = n/k, (6.<0) reduces to the familier formulas for
the estimste oi the veriasnce in equal probebility sampling
without replacement. Tne atove formulas are not, of course,
intended to indicate for which populstions V(Y¥) £ V(NY) and
for which populations the 1inequzlity 1ls lnverted. They ere
rerely intended to provide estimates for the verieances com-
puted fromw data with unecusl probability ssmpling. An eXample
illustrating tais 1s given below.

Example. Let us tszke the exXxawple of Horvitz and Thompson
(128c), nemely, the <0 blocks of Ages, Iowa, given in Table

1, Chapter III. Using our perticuler sempling procedure for

n = «, the units o and i4 zre selected with protabilities
proportional to size arnd without replscement, gssuming thet
tne ordering of the units giver in Tecle 1 1is rendox. The

following values ere octained:
~ Y
V-2 22 4e1.34.
£5

Usling the formulas (4.73) and (4.75),
vYG(ﬁ) - 15805 to O(NY)
vYG(Q) = 15777 to O(NO)

These two values show that the spproximstion to O(Nl) is quite
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satisfactory. Also frow (6.40),

v'(Ny) = 69663
Tnerefore, an estimate of percentage gain in efficlency 1is
equal to .

68663 ‘
100 (75g5E - 1) = 341

Obviously in this exauple the variance estimates based on
sample slze of two units ere very unreliable. In practice,
such estimates each computed from one of a large number of
strata would be pooled.

<. Alternative estimators in
unegual probebility sampling

Ia wost of the large scale sample surveys, we gre ususally
interested in estimating the population totsls or means of
several chereacteristics. If the sample is selected with p.p.s.
or tne.supplementary variacle x, it may often hepven thst x 1is
not highly correlated with 21l the characteristics of inter-
est. For some or the cheracteristics y, the correlstion te-
tween y ernd x amay ce quite smsll so thst using the ususal
estimetors in unequel procebllity seampling may give large
verience for the estimates of these cheracteristics. In such
circumstznces, one would llke to use glternstive estimstors
t:et nave smeller verience. 1In equal probescility sampling
when the supplementery vasriacle x is utllized through ratio

or regression estimestes, there is nc difficulty in the =bove
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circumstances, since we can ignore the information on x and
use the familiar estimate Ny to estimste the population total.
One naturally thinks of using Ny as an estimate of the total
in p.p.s. sampling also for Just those characteristics y for
whicn the correlation between y and X is quite smell. Now,

under the p.p.s. system

N N
— N J
E(NY) =3 2 ¥iPy = Y «( % > y,By - Y ). (6-22)

Also from the ordinary definition of poprulation covearience,

Y2 P
e - 52 ]

COV'(yi’Pi) =

Lol
"~

_ L XN >
= FZ(H 2 V3P - Y) (6.23)
N
since 2. P; = n. Since we ere usuelly interested in the

saupling procedures for wiica Py = np, where p, = xy/X,

Cov.(yi,Pi) = % Cov.(yi,xi) . (8.24)
Therefore, frow (£.z23) and (&.z4),
\.-2'
E(Xy) = ¥ + 3= Cov.(y,,x,) . (5.25)

3

Since we exXpectu to have a very sizll correlstion between y

and x for jusu those charescteristics y for whicn we mey wish
to use tne estimzte Ny, tae ciss in (5.25) is smell sné cen

ce neglected. In fact, if there is no correlstion, Ny is en
unciased estimzte of Y. To comprre the vrriasnce of Ky and the

) ~
usual estimestor ¥, under the p.p.s. system, let us consijer
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our particular sampling procedure. We have, to O(Nl),
5 Yy {n - 1)
V(L) = v ( Z )- ZP [1 -2z 1]( H) . (6.26)

Now

(]

n
- & ¥4P i
V(NY) = i\? v yy) = \,( Z YiPy (6.27)

n
Therefore, V( 2 'y;)to 0(&;17 1s ottalned ty replaclng y; by

v4P; in (6.x6). Hence, to O(N-S),

N .
.y P, %

= _ N° _(n - 1) ] _ 2 YiF
o) = B D0 e [o- s te @y - =R

(8.28)

)

ce The correlestion Cetween y and x ls expected to be quite

swmealil,
O . o
AR (5.29)
Tnerefore, tc O(N-S),
K o
v(ny) = Z Py [1 - fn—;—ll Pi](% ¥y - 1:;) . {6.30)

v

Now, 1if tne correlation vetween y eréd x 1s sz&il, we expect

thet the verietion vetween the variztes L ¥ is smaller then

e

>
<

[

tetween the varisztes == = £ . _% . ilow rnoting that the

equations (5.30) =2nd (< .x8) are weighted sums of squsres of

ct

r

)
t

deviations of tane varictes g yy end yi/P1 froz Y/n respec-
tively with the saume weignis, 1t follows that under the above

J—, A
circumsterces we expect V(Ly) to te smaller ths:. V(Y).




11z

In unequal provablility sampling with repl=cement, the
n

veriance of the usual estimstor ¥ = Z yi/npi is grezter
than or equal to the variance of the estimator Ny, if it is
assumned thet y; and Py (or xi) are approximately independent
as snowh below. Tnis assumption may not be too unrealistic
wnen tne correlation between y; and Xy 1s very swell and

sanpling is done with replacement. Now

1< ¥R
al -
i sy 2 - (6.31)
Py
and
- N2' < & <
V(NY) = = 3 ¥ipy - o (S yye)° - (6.32)

Since ¥y and p; are essumed to be approximestelv independent,

Y Zp Y
— i
Z: yipy = —— = %
' < ) e y“‘ 2Py
3 i
Zyi*i = N

S |
. o<« 1
¢ =yS 2 5

arnd —_ = = (2.33)
pi 4%
Therefore, V(Ny) 1s smasliler ther. or equeal to V(‘}') if
< YZ 1 < 1 v*
HZ vy Tpy) -—< ﬁ(zyi)(z fJ__{)_;_ (6.34)

or

gt 2,

Ud] ll——'
’_k
v
=
™M
o)
(=)
]
b
)
o
S_Jl
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Now, the harmonic mean ot the py's 1is smaller then or equsl

to the aritametic mean of the pi's, i.e.

N < Z' pi - N—l
L= 7
Py
-."l 1 \d
or N = X = >N (6.36)
P
walch is tne sawe as (8.35). Hence, the varisnce of Ny is

Al

sialler tnan or equal to the variance of Y -
C. Efficiency of Stretification

Stratification 1is an lwportant device to increasse the
precision of the c¢stimators. A useful stratified unecual
probeacility sampling desigr 1is described in tne next section.
Here e consider efficiency of strztificestion for unecual
procecility sampling without revlecement. Cochrer (1853) aas
consigered the efficiency of strstificetion iﬁ ecuesl probatll-
ity sempling without regcl=zcezent and hes estimsted the gain in
eificiency due to stretification. Suzhetnoe (1254) hes con-
sidered tze case of unecusl probscility ssm:oling wita reclace-
.ent. The croclew involved 1s to coapere tae estimate of the
verieznce of tae givern siratiifled szmple witin the estimste of
tne veriehce of &n unstratified reandom saaple of seme size
expressed in terms of tne unlts in the stretifisd semple.

Efficiency oi stretlification for unegusl protecility sempling
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without replacement has not been considered in the litera-

ture, tie reasun prooaoliy 1s due to tne difficulties involved
1n evaluating the protablilities P, and Pyy: 1involved 1in the
variance formula, when n > &. The only procedure avallavle
whlen gives slmple expressions for Py and Pyjr wien n > <
seems to be tnet of kildzuno, which has sowe restrictive
features due to tne fact that only one unit is selected with
unequal probabilities and the remaining (n - 1) units =zre
selected with equal protabilities.

Since we have developed en zsymptotic theory for a

particular unequal probacility sampling procedure which pro-

vides compact expressions for the veriance wher. n > 2, it
may ce useful to spell out here the formulas for evaluating
efficlency of stratificestion ir unequsl procatcility saxrling

without replacement.

¥

th strestum

ta

Let tnere ve L strsta with Nh units ir. the h
(h =1, ..., L). A sswple of size n, is drewn fron the h

stratum wita unequal protacilities ané without replecement

- A

SC taew
L nh L
A y\ A
tg=2, Ziar- 2 g (5.37)
n t ~nt n

is an untiased estimste of tne population totel Y where Pt
tna

is the procacility for selecting tae t°? unit of tre n*?
stratun. Since the samples are draw:. independently froum esch

strstum,
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.EL N Z
v(g,) - Zh~ V(g = 2 [;L
n

%n
P <
htt' :
+ Z 5., YatYat' ~ Yh] (6.38)

where Phtt‘ is the protabtllity for selecting toth units ¢t
and t' of the h'® stratuz. Equetion (6.38) 1s a genersal
forumuls for any sawpling procedure. Now, for our perticular
sawpling procedure, assuwlng that Nh is lazrge we nave to
o(Né},
N (n_ - 1) v Y, €

V() = ég‘Pht [1 - “—Eﬁg""Pht](Fif - Hi) (6.39)

where Ppy = B,.P end Y. 1s tne vopulstion totel.for the hth
T n¥nt h
stratui. If the size meessures Xy are good for tre popuiation
as a whole, we can ofte:r. expect taest the szue size measures
to ce good Ior ezcn of the strets so thst usually we teke
th

Par = Xy /X wanere Xh is the n stretum totel for the Xy -

Using (8.39) it follows thet

L Eky _
oa Ph y;& 3
W) = 2 20 BE(EL - w)
L (n ¥ :
-2 2 (Fap = Yopyy)® (6.40)
n T )

for our seuwpling procedure. Also, the Yetes snd Grundy



116

estimate of the variance of Y  ror any sampling procedure 1s

- - ‘n P, P P
.y A s | I 1
vyolle) = 2 vyeld) - 20 20 BE = Bt
h h t>t! het!
<
Pnt  Ppye

For our sanpling procedure, using the estimate of the variance

of Qh to O(Ni), we have

L oy
A -1
vyol¥g) = 2 (ny - 170 27
Jol t>t!
N
h 2
Z Y. Y
-1 < nt _ ‘ht!
(l - Pht - Phtl + nh Z Pht)(Pht 7. |)
% s nt
(6.42)

Also, for an unstretified ssauple of slze n = Z Oy, the

variance formuls for the estimete ¥ is

N < N
A y P N o
vid)y = > WL Dt oy
2. B, v 4L By Yavar ¥
J 141t
- VA Yy < -
= Z (PlPi‘ - Pii')(ﬁ - F—i-"‘) (6-43)
i>it

wnere Pi znd Pii' gre respectively the proteblliity for select-

ing the 1°® unit 2nd the procebility for selecting both the
unlts 1 end 1' in & unstrestified sample of size n. For our

. . . 1 .
sanyling procedure, to O(K™) we heve
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N o
b3
S S - F-o_fn-1y 1Yy Y
-’\E) = L—/ :i L.L - = Pi (-P—; ﬁ' (6.44)
wiere Py = np; with p; = x,/X.
Let the ith unit in the populetion correspond to the ttn

th .
unit in the h stratum so that py = phtph‘ where P, .

=

Ny
X
z:‘pi = XQ. Then (8.44) can te written as

UPp. " Ppg Dy, .
LNy,
o -1) _ <
a Eh: tZ (Ypt = PePp Y) - (6.45)

L ;:‘
> oD 5y nE
+ = Iy, . Ypt = Pa¥) - §.4€)

In the r.n.s of (..46], the first two terms zre of lesrger

order thar the lest twou terws. 8o, if the zllocstion of the
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n, is such that n, = np, , we expect V(&S) to be smaller than

v(Y).

Let us now consider the estimation orf the efficiency of

stratification.

Letv Pﬁt and Pgtt' der.ote Py and P;;: respec-

tively where 1 and i' correspond to t and t'%? units in the

th * '
h*" stratum. Similarly let Phh'tt'

i!' correspond tu units t and t' in the h'? and

respectively. Then, (6.43) cen be written as

denote Pli

L Np
o D t - Ynt
@) =20 >0 (pePpy T B ntt (53

n  t>t! ht

| 1 J _ 1 yht
* Z ZZ (PytParer ™ Panresr 1(5

Therefore, an unblased estimate of (5.47)

stratified sample is

from the given

-Vht')
Pr
ht!

2

; where 1 and
h,th

strata

[}

Yit +1 <
hig )

nt

*»

Thtg!

(6.47)

i (P'tP" P...4) V.. &
A > 3 B y ht
v(Y) = at nt! att! ht _ 'nt
@ -2 > gmeel At che,
h t>t! att ht ht!
' (6.482)
L Ny Ops o o _ o 2
hth't! hh'tt!) Ynt “h'g!
L2, 202 S—aBite ] (Tht _ Jhitl)
a>n! t Tt 'It t Pht Phlo'
in tThe specizl case of equesl provebilities, we have P1 = n/l,
F.yv = nln - 1)/5(k - 1), Ppe = o/ N, and Pyrpr = nh(nh - 1)/

kplN, - 1) ard 1t can be shown zfter some menlpulstion thet
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58.48) reduces to the expression glven by Cochren (1883) which

is .
.2 <
5 N ¢ N8| Nyss
= AN = n v gk - h®n h™h
v(Y) = H T [N 2Npsy - N ==+ T =
n n
{ 8e T ( Ny Y )2,] (£.48)
- 20 Npsy + N X Nayp - ( Z Npyp £.489)
where §h and sg are respectively the sample meen and the

th

sample mearn. square ror the h stratum. Also it may be noted

taat tne situations in which v(i) is positive are similer to
those in which the Yates and Grundy estimste of the veriznce
is positive.

For our particulsr sampling procedure, the genersl

forrula (6.48) reduces to

L ny

V(i’) = 1 1-(p 25 l)
% g, nnh(nh-ly [ Pat T Pnt

R LS VA K RV I R D I
n Tt r Tat

T

. <
x (yﬂu - yht')

Fat  Patg!
L n, Bpt

+ Z Zn pn.phl [l _ (r _ i)(p N
a>a! t ¢! Ontne nt®a

=) (5.50)
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arter sucstituting for P,y to O(N—é) and Phtt' to O(Ngs).
Finally, the e¢stimated percentage gain in efficiency due to

stratification is given by

Y) - Y
V) - vyelty) x 100 . (6.51)

vygls)

D. A Stratified Unegual Probability Sampling Design

As mentioned esrlier in Chaspter II, the sentiments
expressed by Weibull (1960) regarding the desirability of
sampling The units with higher weights than tae units with
lower welghts, can be incorporated in the following stratified
Gesign: First, rank the units according to their weights (say
welgnt or a unit is proportionzl to its size messure). Thnen
form several strata by grouning the units in thet order, such
trnael escn stratum has spproximstely the same totel size.

Draw two units Iroo esch stretum with unecuel probetilities,
usually with p-p.s. (2ssuming of ciurse tnet there sre =2t
leest twc units in each stretumw}. It is not necessary thet
uriegual procracility sewplir: hes to te used in each stratum.
In fect, in some of trne strata we may prefer to use equsl
procecility sampling since tue size mezsures of the units mey
not very guch in these strata. 3y stretifying in thié menner,
the numcer of units in & strztum with hizher size messures is
spaller tnan the numcer of units in z strztux with lower size

measures since tne streta 2zre 211 spproximetely of equal total



slze. Therefore, tne intensity of sampnling in the strate
wita higher size measures 1s greater than the intensity of
samplirg in the strata with lower size neasures since the
sample size 1ls the same (namely two) in all the strata. For
exawrle, 1f two units have very large size measures, these
two units may constitute a stratum so that these two units
willl ce included in tne sample with certalnty, i.e. the
sampiing internsity in this strétum is hundred percent. The
above stretified design provides a valid estimste of the
vériance of the estimeste of the population total or meen
unlike the design where only units with higher veights cre

saupled.
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IX. APPENDIX

Madow (1948) has shown that the distribution of & stand-
ardized total of v units from & population of size IN, tends to
2 normal distribution with meen zero anéd stsnderd deviastion 1,

provided that an e > O exists such that %-< l1-eif v end N

are suitficiently large. That is, 21l k, (r > 3) of the

stancardized totsl cre zero in the limit. Noreover it follows
from madow's results that k, (r> 3) is =t least O(X Z) with

v = qi. This result il.mediately shows that none of the kKp's

_5)_

(r >.3) contribute to Py tc O(N However, hedow's result

is not sufrficient to show thet (4.47) for P;c 1s correct to

O(R'4) since we need to show thet Xk, (r > 4) 1is st leeast

0(k™®) with ¢ > 1/z. Ve now give 2 heuristic srgument to

r

siow that k, is in fact O(K £ ) with v = gii. It mey ve

noted that for infinite populations it is well known that k.

-5
=~

is O(v ). Using the resulte of Wisaesrt (185%Z) and Acédel-

_r
-=+1
Aty (1ci4), it is verified telow that 2, (r &£ 8) is O(X <)

wita v = ... The di:rlculty involved in giving £ generel
proof 1is that rno genersl relr-tions for the standarﬁized
polyceys K.,b.’. ir terms oI the stenderdized cumulants Ki
ere avellable except tnztl Accel-Aty provicdes e tstle ¢iving
te relztions up 1o r = 1le. 1Ir genersl ve heve

F. = ?;::.".:Y .« * o 1 IT—
‘ijt... L3h54y + terms of C(NX
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Now frou Wishart, the fourth moment /~4 of the standerdized

total 1is
Fa = 8™ [K4 {a‘7’ - Ble - m‘l)f + 58.2K22] (2.1)
wnere 8 = 1/v - 1/N. Using the relations
X, =N =145 (X-1 s o
Kex = 15T 5% - KT K (2.2)
and
o
- - oy e.
Bg = fry -3z (¢.3)
it is seen tnat
-1
_ _(a-l\’)_S(i‘I-l)]_ 8 2 c
kg = Ky 2 Fa E+ 10 T-1% (¢.4)
waicn is O(N™1) with v = qn. Similerly,
E _K_[az_ v (3 D—.S\}
5 = 3 —-——3- a <+ /
ﬁaz
6 £ ]
K 3
+[II + 5 237" o2
S.5
5 's-9)
walch is O(K &) wita v = gN. Also
f’6 = a':)[av(:aa + N-s)KS + ZL&vaz(a'3 + N—Z,)K4Z
+ lOaz(a - KTR)< K3z + 158° Kzib] . (c.8)

Love theat in the r.h.s. of (2.8), the first term is O(N™<),
. .0 .
the lest tera is O(K”) with

P

thne next tw. terms ere O(K"l) .
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v = gN. Using the relation

Kg = /»6 - 15/:«4 f'z - 1olu§ + 30}»2 (2.7)

and the relations for K in terms of K; frow YWishert,

1jt...
1T is found that all terms ot O(N"1) ard 0(2%) 1in ($.8) be-
cone cumulant corrections which cancel so thet k6 is O(N"z)-
Now from Acdel-Aty
o7 = 8 5[ Kphy + <IX_ AgA; + 35K 5A,85 + 105Ks, AzAL |
(9.8)

wnere

A, = & - — + .' -e- (-1

Using tae relstions

kp = frp - Bl gy = 35y s+ ;;10/»5/@: (9.10)
and the reletiogs for Kijt... in terms of Ki’ it is verified
taat k, 1s O(K £). Similarly, it is veriried thet kg 1s
o(x™%). 1In generel we neve frow Acdel-Aty

r
2- 7 SN\ -
f’r = 8 [&rAr + E Ci—l =_l(v,h, Kij + .-

P

(1,322)
i+ j=r
+ Z Ci‘l,j-l,t—l,'-' (V,I‘:) Kijt---} (9.11)
(i:;:t"‘z‘é) '
i+j+t+-..=Dr

whiere



c , (v %) = T AAA_ ..
I-0,0=1,T=d, 727 T (LTt (s Tt - - -) Tt
(9.12)
where s of the A's ere equel, n of the A's &are equal and so
-L
. N < \1
on. Note thet a Ci-l,j—l,t-l,---(v’h) is

_' s - . r
o(N‘£(i D+(3-1)+(5-1)+- - - J+ Z). Since we have verified that

el

k. is O(KN “ ) up to r = 8, we conjecture tast using (¢.11)
and tne relation for kr in terms of /»1(1 < r) which involves

Bernoulll numters, and 8lso the relstions for Kijt. in terms

r
‘?-.'i‘l
of K;, all terms of order larger tnan O(K € ) become cumulant
r
corrections waleca cancel so taet k, is O( £ ). ¥e should

-

recall here thai an inderendent cneck on the order of mag-

nitude of Py, was givern ezrlier 1n Chzpters IV and V.
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