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Course Plan (1)

 Introduction
 Data Preparation
 Similarity and Distances
 Association Pattern Mining
 Outlier Analysis
 Classification (2)
 Decision Trees, Naïve Bayes
 SVM, Neural Networks

 Optimization
 (Stochastic) Convex Optimization



Course Plan (2)
 Ensemble Methods

 Bagging, Random Forests, Boosting
 Clustering

 ݇-means, Spectral Clustering, NMF

 Regression
 Least Square, Ridge Regression, Lasso

 Mining Text Data
 LSA, PLSA, Co-clustering

 Mining Web Data
 Ranking, Recommender Systems

 Big Data Mining
 Online, Randomized, Distributed



Grading

 Homework (70)
 Chinese Document Processing
 Association Pattern Mining
 Classification
 Ensemble
 Clustering
 Competition

 Final Exam (30)
 Hong Qian (qianh@lamda.nju.edu.cn)
 Hanjia Ye (yehj@lamda.nju.edu.cn)



Interdiscipline

Data 
Mining

MultimediaMultimedia



Resources

 WWW
 Google, Wikipedia

 Top Conferences
 SIGKDD, WWW, SIGIR, ACM MM
 ICML, NIPS, VLDB, SIGMOD
 AAAI, IJCAI, CVPR, ICCV

 Top Journals
 TKDE, TKDD, TPAMI, TMM
 JMLR, ML, PR, TODS, TIP
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Introduction

 What is data mining?

 Why do we need?
 Data is the new oil
 We have entered the Era of Big Data

The study of collecting, cleaning, 
processing, analyzing, and 

gaining useful insights from data



Big Data

http://www.emc.com/leadership/digital-universe/2014iview/executive-summary.htm

1	Zb ൌ 1000	EB ൌ 1000, 000	PB ൌ 1000, 000, 000	TB	



Google Flu Trends

 Google’s prediction: a reporting lag of 
about one day

 Traditional surveillance systems: a 1–2-
week reporting lag

Ginsberg et al. Detecting influenza epidemics using search engine query data. Nature 
457, 1012-1014, 2009.



Target Figured Out A Teen Girl Was 
Pregnant Before Her Father Did (1)

http://www.forbes.com/sites/kashmirhill/2012/02/16/how-target-figured-out-a-teen-
girl-was-pregnant-before-her-father-did/

A Supermarket in United States

An angry man went into a Target outside of 
Minneapolis, demanding to talk to a manager:
“My daughter got this in the mail!” he said. 
“She’s still in high school, and you’re sending 
her coupons for baby clothes and cribs? Are 
you trying to encourage her to get pregnant?”



Target Figured Out A Teen Girl Was 
Pregnant Before Her Father Did (2)

http://www.forbes.com/sites/kashmirhill/2012/02/16/how-target-figured-out-a-teen-
girl-was-pregnant-before-her-father-did/

The manager didn’t have any idea what the man 
was talking about. He looked at the mailer. Sure 
enough, it was addressed to the man’s daughter 
and contained advertisements for maternity 
clothing, nursery furniture and pictures of smiling 
infants. The manager apologized and then called a 
few days later to apologize again.

A Supermarket in United States



Target Figured Out A Teen Girl Was 
Pregnant Before Her Father Did (3)

http://www.forbes.com/sites/kashmirhill/2012/02/16/how-target-figured-out-a-teen-
girl-was-pregnant-before-her-father-did/

A Supermarket in United States

On the phone, though, the father was 
somewhat abashed. “I had a talk with my 
daughter,” he said. “It turns out there’s been 
some activities in my house I haven’t been 
completely aware of. She’s due in August. I 
owe you an apology.”



Outline

 Overview
 Introduction
 The Data Mining Process
 The Basic Data Types
 The Major Building Blocks
 Scalability and Streaming
 Application Scenarios
 Summary
 Mathematical Background



The Data Mining Process (1)

 Data Collection
 Hardware, Software, Human

 Feature Extraction
 Multidimensional, Time series



The Data Mining Process (2)

 Data Cleaning and Integration
 Handle missing and erroneous values
 Integrate data from multiple sources

 Analytical Processing and Algorithms



A Recommendation Scenario (1)

1. Data Collection
 Web logs at the site

 Demographic information within the 
retailer database



A Recommendation Scenario (2)

2. Feature Extraction
 A specific choice of features extracted 

from the Web page accesses
3. Data Cleaning
 Estimate, Remove, Normalization

4. Data Integration
 Add demographics information



A Recommendation Scenario (3)

5. Making Recommendation
 Partition customers by clustering

 Recommend based on behaviors of 
customers in the same group



The Data Preprocessing Phase

 Rarely explored to the extent that it 
deserves
 巧妇难为无米之炊

1. Feature Extraction
 HTML, System logs

2. Data Cleaning
 Erroneous, Missing, Inconsistent

3. Feature Selection and Transformation
 High-dimensionality, Heterogeneous
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The Basic Data Types

 Nondependency-oriented Data
 Data records do not have any specified 

dependencies between either the data 
items or the attributes

 Dependency-oriented Data
 Implicit or explicit relationships may 

exist between data items
 Social Network, Time Series



Nondependency-Oriented Data (1)

 Multidimensional Data (Vectors)

 Record, data point, instance, example, 
transaction, entity, tuple, object, 
feature-vector

 Fields, attributes, dimensions, features.



Nondependency-Oriented Data (2)

 Quantitative Multidimensional Data

 Numerical in the sense that they have a 
natural ordering

 Continuous, numeric, or quantitative
 Convenient for analytical processing
 Mean, Variance, +-*/



Nondependency-Oriented Data (3)

 Categorical Data

 Take on discrete unordered values
 Unordered discrete-valued Data

 Mixed Attribute Bata
 A combination of categorical and numeric 

attributes



Nondependency-Oriented Data (4)

 Binary Data
 A special case of multidimensional 

categorical data
 Each categorical attribute may take on one 

of at most two discrete values
 A special case of multidimensional 

quantitative data 
 An ordering exists between the two values

 Setwise Data
 A set element indicator ܫ ݔ ൌ ቊ1, if	ݔ ∈ ࣲ				0, otherwise



Nondependency-Oriented Data (5)

 Text Data
 A string—a dependency-oriented data
 Natural Language Processing

 Document-term matrix— a 
multidimensional quantitative data

 Nontrivial

将进酒

念奴娇·赤壁怀古

酒 三国



Dependency-Oriented Data (1)

 Implicit Dependencies
 Dependencies are known to “typically” 

exist

 Explicit dependencies
 Graph or network data 

where edges are used
to specify relationships



Dependency-Oriented Data (2)

 Time-Series Data
 Contextual attributes
 Define the context on the basis of which the 

implicit dependencies occur in the data
 Behavioral attributes
 Represent the values that are measured in 

a particular context



Dependency-Oriented Data (3)

 Discrete Sequences and Strings
 The categorical analog of time-series data
 Event logs: a sequence of user actions

 Biological data: strings of nucleotides
 Contextual attribute is position

 Strings, when 



Dependency-Oriented Data (4)

 Spatial Data

 Spatiotemporal Data
 Both spatial and temporal attributes are 

contextual
 The temporal attribute is contextual, 

whereas the spatial attributes are behavioral
 Trajectory analysis



Dependency-Oriented Data (5)

 2- or 3-dimensional time-series data
 Can be mapped onto trajectories



Dependency-Oriented Data (6)

 2- or 3-dimensional time-series data
 Can be mapped onto trajectories



Dependency-Oriented Data (7)

 Network and Graph Data
 A Single Network

 Web graph with directed edges corresponding 
to directions of hyperlinks

 Facebook social network with undirected 
edges corresponding to friendships

 A database containing many small graphs
 Chemical compound 

databases
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The Major Building Blocks (1)

 Consider a multidimensional database 
with records and attributes

 Thinking in linear algebra 

1 0 ⋯ 2
0 3 ⋯ 5
3 0 ⋯ 8
7 0 ⋯ 1
⋮ ⋮ ⋱ ⋮
0 2 ⋯ 1

∈ Թ௡ൈௗ݊ rows/records

݀ columns/attributes

Data Matrix



The Major Building Blocks (2)

 Consider a multidimensional database 
with records and attributes

 Relationships between columns
 Positive or negative association pattern 

mining problem (e.g., Synonym)
 Data classification (i.e., Prediction)

 Relationships between rows
 Clustering
 Outlier analysis



Association Pattern Mining (1)

 Sparse binary databases
0 1 1 0
1 0 0 1
0 1 1 0
0 1 1 0
1 0 0 1

∈ ሼ0,1ሽହൈସ

Minimum Support Frequent Patterns Support

2/5
2,3 3/5
1,4 2/5



Association Pattern Mining (2)

 Association Rule Mining
 Rule

 If ܣ appears, then ܤ also appears
 The confidence of the rule

support ܤ⋃ܣ
support ܣ



Association Pattern Mining (2)

 Association Rule Mining
 Rule

 If ܣ appears, then ܤ also appears
 The confidence of the rule

support ܤ⋃ܣ
support ܣ

ܲ ܤ ܣ ൌ
ܲሺܣ ∩ ሻܤ
ܲሺܣሻ



Association Pattern Mining (2)

 Association Rule Mining
 Rule

 If ܣ appears, then ܤ also appears
 The confidence of the rule

support ܤ⋃ܣ
support ܣ
{Bread}⇒{Milk} with ܿ ൌ 0.8

{Beer, Cigarette}⇒{Male} with ܿ ൌ
0.9



Data Clustering (1)

 An Informal Definition
 How to measure the similarity?
 Human (Nationality, Gender, Age)

 What is the number of sets?
 Do sets overlap with each other?
 How to measure the quality of a 

partition?



Data Clustering (2)

 Relevant Applications
 Customer segmentation
 物以类聚、人以群分

 Data summarization
 Identifying representative points

 Application to other data mining 
problems
 Outlier analysis



Outlier Detection

 Abnormalities, Discordants, Deviants, 
or Anomalies

 Applications
 Intrusion-detection systems
 Credit card fraud
 Interesting sensor events, Earth science
 Medical diagnosis, Law enforcement



Data Classification (1)

 Class Label
 A particular feature in the data

 The Goal
 Learn the relationships of the remaining 

features in the data with respect to this 
special feature

 Training data
 The class label is known

 Testing Data
 The class label is missing



Data Classification (2)

 Relation to Clustering
 Supervised vs Unsupervised

 Relation to Association Pattern Mining
 Classification based on association rules

 Relation to Outlier Detection
 Supervised outlier detection can be 

modeled as a classification problem



Data Classification (3)

 Applications
 Target marketing
 Predict buying behaviors

 Intrusion detection
 Predict the possibility of intrusions

 Supervised anomaly detection
 Identify records belonging to rare class



Impact of Complex Data Types 
on Problem Definitions (1)



Impact of Complex Data Types 
on Problem Definitions (2)

 Pattern Mining with Complex Data 
Types
 Be temporally contiguous, as in time-

series Motifs
 Be periodic, as in periodic patterns
 Be frequent subgraphs, in networks

 Clustering with Complex Data Types
 The similarity function is significantly 

affected by the data type
 Community detection in networks



Impact of Complex Data Types 
on Problem Definitions (3)

 Outlier Detection with Complex Data 
Types
 A sudden jump in the value of a time 

series will result in a position outlier
 Classification with Complex Data 

Types
 Class labels are attached to a specific 

position
 Class labels are attached to individual 

nodes in a very large network
 Class labels are attached small graphs
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Scalability Issues and the 
Streaming Scenario

 The data are stored on one or more 
machines, but it is too large to 
process efficiently
 Distributed Learning

 The data are generated continuously 
over time in high volume, and it is 
not practical to store it entirely
 Online Learning
 One-pass constraint
 Concept drift (e.g., popular clothes)
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Store Product Placement

 The famous “beer and diapers” story

 For each placement, define a score 
based on frequent patterns

Previous
Transactions

Frequent Pattern

Mining

Frequent
Patterns

A good 
placement

Optimization



Customer Recommendations (1)

 A simple solution based on 
association rule mining
 Find associate rules at particular levels of 

support and confidence

 If a customer have bought items in , 
then it is likely he/she will buy items in 
.



Customer Recommendations (2)

 A second solution based on clustering
 For a customer, find the most similar 

customers

 Recommendation based on items bought 
by customers similar to him/her



Customer Recommendations (3)

 A hybrid approach
 Apply clustering to partitioning 

customers to similar groups

 In each group, use association pattern 
mining to make recommendations
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Summary
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Mathematical Background

 Linear algebra

 Analysis

 Probability and Statistics

 Convex Optimization


