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Abstract— Understanding positional semantics of the envi-
ronment plays an important role in manipulating an object
in clutter. The interaction with surrounding objects in the
environment must be considered in order to perform the
task without causing the objects fall or get damaged. In this
paper, we learn the semantics in terms of support relationsip
among different objects in a cluttered environment by utilizing @ (b) (c)
various photometric and geometric properties of the scenelo
manipulate an object of interest, we use the inferred suppdr Fig. 1. lllustration of different types of support relatitips. Arrow heads
relationship to derive a sequence in which its surrounding Point from supporting object to supported object. (a) Supfrom below.
objects should be removed while causing minimal damage to (?) Support from side. (c) Containment.
the environment. We believe, this work can push the boundary
of robotic applications in grasping, object manipulation and
picking-from-bin, towards objects of generic shape and s built and traversed to derive the sequence of objects or-“sup
and scenarios with physical contact and overlap. We have nqrt order” for our object of interest. Special situatione a

created an RGBD dataset that consists of various objects ude . L . .
in day-to-day life present in clutter. We explore many diffaent identified and addressed during tree traversal so that rainim

settings involving different kind of object-object interaction. ~damage occurs when objects are removed. We demonstrate
We successfully learn support relationships and predict spport ~ our results in RGBD dataset collected using Kinect in an

order in these settings. indoor environment suitable for object manipulation. The
dataset consists of various household objects in cluttdr wi
. INTRODUCTION different kinds of support relationships.
Perception and scene understanding are challenging prob- 1l. RELATED WORK AND APPLICATIONS

lems in computer vision and robotics. We perform countless p e to complimentary properties of RGB and depth fea-

daily chores involving object interaction like moving andy,res and due to availability of low cost RGBD sensors like
placing utensils, grabbing a book from shelf, pick ObjeCt?(inect, RGBD is being increasingly used in many scene
from piles, rearrange objects etc. We handle differentaibje understanding [7], [8] and object manipulation tasks [3],
differently. For example, we pick a cup directly without[5]_ Dogar and Srinivasa [5] and Dogat al. [3] work on

remoying the spo_on_inside it, but carefully move aside_othedrasping and grasp-panning in clutter. However, they assum
utensils before picking the one we want. Before picking #at objects are spatially isolated. Understanding seimant

book from a pile of books on table, we move books on R eraction among objects in contact will enable such ma-

of it whereas to pick a book from a book-shelf, we push anisjation tasks in clutters involving overlap. Recenthere

slide the books supported by it. However, such tasks ate s§ja5 heen work on inferring support relationship between a
a challenge for robots [1]. Most of the robotic manlpulatlorbair of objects [8]-[10]. Rosmaet al. [9] predict spatial
tasks that involve clutter remain carefully restricted bgeats relationships among different objects using stereo images
in physical isolation and mostly lying on a planar surfade [2 o wever, their work deals with simple objects without

[3]. Learning the interaction among different objects in amyccjysion and static background. Sjod and Jensfelt [10]
environment g:an.be of great benefiF for robotic applicat.ionﬁ,nd four types of relations between each pair of objects,
such as navigation [4], [S], grasping [3], [6] and objecy;; casual support, support force, protection and coimtra
manipulation [2], [5]. In this work, we attempt to learn theyt oniy in a simulated environment and are restricted to
“object-object interaction” by answering the questionstsu |imitations imposed by simulated environment. Silberman
as “Is this object graspable?”, “What are the other entities ¢ 4 [g] consider cluttered indoor environment and predict
supports?” and “What are the entities it is supported by?".g 51t relations for each object, i.e., the region summrt

In this work, we propose a framework in which the supporj region and the type of support. However, their work does
relationship among different entities in a scene is inférrenot consider support relationship among different objects

(LTS

in terms of “support from below”, “support from side”, or gyerlapping onto each other.
“containment’(Fig. 1). Then a hierarchical tree of suppsrt  |nference of support relationship among objects in clut-

tered environment gives information about the objects sup-

bld'”te:j’?aﬁona' "t‘stﬁf(“te of i”g’"‘gﬁon TeCh?IO"?QV: tGa""’“V'i: Hyder-  ported by an object and the type of support. This information
abad, Indiaswagat i ka. panda@ esearch.iiit.ac.in . . . . .
2 Dept. of Computer Engineering, Hasan Kalyoncu UniverGigziantep, 2N be used to manipulate an object of interest while causing

Turkey.ah. abdul haf ez@mai | . com minimal damage to the environment. In order to achieve this,



Support Matrix
S
Support —_
Inference
3

Support order
prediction

VRGB Image

Segmentation

Output Objec
Object of interest Detected Region Sequence

Object
Detection

Depthmap

Fig. 2. Block diagrammatic representation of our framew@&gmentation module takes RGB and depth images as inpyesg¢ed image is provided

as input to both Support Inference and Object Detection rieod@bject Detection module also takes the image of objeattefest as input and outputs the
detected region. Support Inference module gives the stpglationship between each pair of regions. Support ordedigtion module uses the detected
region and the support relationship to predict the order lictw the objects should be picked.

we use the inferred support relationship to derive the ordeiiven in Section V while the analysis of the results on vasiou
in which we need to remove the surrounding objects frorimages from our RGBD dataset is given in Section VI.

the clutter to enable access to our object of interest.
IV. SUPPORT INFERENCE

[ll. OVERVIEW OF FRAMEWORK Given the segmented regions in the image, the object-
hobject interaction among different regions in the image can

the block diagram shown in Fig. 2. The images are firsl?e inferred. Note that we use the term “object” and “region't
over-segmented into superpixels using Arbelaez’s methétaterchang;al;)ly, sm(l:)(_a V‘tle Oassumel _eafh_sfegr?r?nted_ region
[11], then segmented using hierarchical segmentationmdethcom?Spon. s fo an object. LUr goal IS 10 Inver he pairwise
of Hoiem et al. [12]. Both 2D and 3D features of im- _relat|onsh|p beMeen each palrofobjt_e@I,sy)where O.bjec?

ages are used for segmentation. The segmented regié?;]%Upported by *from below”, *from side” or “contained in

are provided as input to the object detection and suppo'Ft r:jg.hl)\}votn(;ﬁ t:i's slu$p0:]t retl)gtlotr:zmp IIS ;?ffgedr’ ‘r‘;]mvin
inference modules. In the object detection module, SIF eriveé how to manipulate an object in a clutter by removing

feature matching [13]-[15] between the template image 0(}ther surrounding objects, which we discuss in Section V.

the object of interest and the input image is performed. Thg Feature Extraction

outliers are discarded by applying RANSAC. The segmented ) o

regions corresponding to the matched points of the input We are_lnterested in finding the suppqrt between egch
image are merged into one region and chosen as the regf&‘ﬁ'r (?f objects. Hence,-a seF of geometric featL_Jres Wh'Ch
corresponding to object of intere€}, i.e., the object to be epr(_)lt the support relat|onsh_|p between each pair of dbjec

grasped. This approach ensures that the entire objectnregf?)re |r_1troduced for support inference. These features are
is chosen for grasping. described as follows:

Given the image regions and various geometric features,
the support inference module infers the supporting regions
and type of support for each region in the image. Support
relationship is inferred by applyingmap inference method
adapted from [8] as well as our rule-based inference method
MAP inference method optimizes the pairwise support re-
lation between objects, support type and structure classes - . , o
using linear programming. However, it does not infer suppor(a) close proximity.fy (i, j) < 1 (b) at distance/, (i, 5) > 1
by multiple objects. In the proposed rule-based inferenagyg. 3. Demonstration of proximity: lessef, implies closer proximity
method, we infer support by multiple objects too. The dstailand highery, implies less proximity.
of different geometric features used and both the support
inference methods can be found in Section IV. Proximity: Two objects must be in each others’ proximity

Given the object of interest and the inferred supporin order to provide support to each other as shown in Fig. 3.
relationship, a tree is built with the object of interest aroximity f, of two objectsi and;j can be measured by the
the root and it is traversed for support order predictiorratio of the distance between their centro@sand C; and
A detailed discussion on the approach for support ordéhe sum of radiir; andr; of the sphere circumscribing the
prediction and how different specific scenarios are hanidledtwo regions as described by the following equation:

The overall framework of our work is explained throug
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Fig. 4. (a)(b)Boundary Ratio: The boundary lines are shawblack. (a)There is significant boundary between the tweabjshowing greater chances of
support. (b)Smaller boundary implies less chance of supf)(d) containment: Object in purple implies the supjmgriobject and object in yellow implies
the supported object. Region in magenta shows the porticheo§upported object contained inside the convex hull ostigporting object.(e)(f)Stability:
The region in violet shows the baseline of left object andrédggon in yellow shows the baseline of the right object. Tihed in red show the gravity lines.
In (e), the horizontal projection of the centroid of the tigibject does not belong to the baseline and hence the olsjetstable. In (f), the horizontal
projection of the centroids of both the objects lies in thEseline, hence both are stable.

foliyg) = w (1) (8o are learned using logistic regression with a few training
(ri +15) examples.
Value of f,(i, 7) is less than for objects close to each other Containment: If an object is contained inside another, we
and greater than for far-away objects. need not remove the supported object for picking up the

Boundary Ratio: When two objects are in contact, a sig-supporting object. The feature “containment” measures how
nificant overlap between them exists at their boundaries asuch volume of the supported object is contained inside
shown in Fig. 4(a) and 4(b). The feature “boundary ratiothe supporting object (Fig. 4(c), 4(d)). It is defined as the
measures the overlap of a pair of objects over each othéraction of the number of points that belong to the supported

Boundary ratiofs,. is computed using the following: object N; contained inside the convex hull H(l) of the
- L, j supporting objecy.
frlin ) = 2I) @ _
perim(;) . NinHull(5) 4
Here, L(i, ) is the length of visual boundary of the sup- fent(i,7) = N, : )

ported object with the supporting object, and pering:) is

the perimeter of supported object Relative Stability A stable object has higher probability of

supporting its neighboring objects compared to an unstable

g =0 object. An object is stable if its gravity line is in alignnten
M“M_‘m_uﬂﬂ‘”l‘”- h > 2 with the baseline, otherwise it is unstable and needs stippor

from side as depicted in Fig. 4(e) and 4(f). If the horizontal

projection of the centroid of the object belongs to the canve

(@) Visual OCC'“SiO”Eb)ISidet VtieW: ac- (c) Side View: no contact Lyl of horizontal projection of the baseline points of the
ual contac object, then the object is considered as stable. Relative

Fig. 5. Demonstration of depthBoundary: The regions in lbland red stability is defined as:
imply two planes fitted along the boundaries of the two olsjetd) shows

two objects in visual occlusion with two possibilities. (bhows the side _ i .
view where a contact boundary exists between the two objéctsshows . 1, !f Z stable and u,nStabIe
the side view where a depth discontinuity exists. fstan(i,7) = ¢ +1, if ¢ unstable ang stable  (5)

0, otherwise

Depth Boundary: In case of visual occlusion, two objects

: . : B. MAP Inference
may be either actually in contact or may be isolated from
each other (Fig. 5). The feature “depth boundary” dis- The structure class of all regions in the images and the
criminates between these two situations [7]. Plane-fittthg support relation between each pair of region is inferredgisi
done corresponding to two regions adjacent to the boundamyprobabilistic energy framework given in equation (6). A
between the two objects. If the two objects are isolatedy thgoint probability distribution is defined in terms of supfing
the 3D planes of the objects do not intersect and a deptlgions, structure class and support type adapted from [8].
discontinuity or “depth boundary” exists between the two offhe random variableS € {S;,...,Sr} represents the
them (Fig. 5(c)). Otherwise, they intersect at a certain@ngsupport regions corresponding to each of fheegions of the
and a “contact boundary " exists between the two of therimage.S; € {—1,0,1,..., R} represents support region for
(Fig. 5(b)). Letd, be defined as the average of the maximuneach region € {1, ..., R} where, a hidden region is denoted
3D distance of the boundary pixels from the two planeby -1 and ground denoted by 0. The variable {1,2,3}%
measured in meterd,; tends to zero for contact boundariesrepresents support typ@; = 1 implies support from below,
and has higher values for depth boundaries. Depth bounddfy = 2 implies support from a side andl; = 3 implies

is measured by a logistic functiofye,:» as follows: containment. The variabl®l € {1,...,4} represents four
o 1 structure classes viz, floor, structure, furniture and prop
fdepth(lv.]) = 1+ e (Bidi(id)+ha) " (3)
Here, faepin tends to O for objects not in contact with {S",T",M*} = argmazs, 1, wP(S, T, M|I) ©)

each other and tends to 1 for objects in contaht.and = argmins, T, ME(S, T, M|l),



where,E(S, T, M|l) = —logP(S, T, M|l) is the energy of
the joint probabilstic distribution. Themap inference solved
by using linear programming.

However, this approach ofiAp inference imposes a con-
straint that one object can be supported by only one other
object. The support relation among multiple objects are not (@ (b) (©)

taken into account even if they support each other, whic . . ; )
y PP lblg. 7. Case 3: Containment. In case of containment, theagwed object

is inappropriate for most of robotics tasks. To overcoms thineeq not be removed while removing the containing objecta)rihe basket

restriction, we developed a rule based method to infer stipp@an be directly grasped alongwith object contained in ity the plastic

by multiple objects as discussed in the next section. bottle can be directly pickec_i up since it does not supportcahyér quect.
In (c), the basket can be directly removed for grasping thardaevithout
removing the bottles.

C. Rule Based Method

~ In this approach, explicit use of the features discussed The objects supported by an obj&@mneed to be removed
in Section IV-A is done for support inference. A StrUCtheprior to gaspingo_ So it is necessary to recursive|y find
class classifier is trained to classify the structure clissghe objects which are supported By and the objects that
of different regions using neural networks. If the classifiethese objects support in turn. In this section, we discuss ou

predicts any region as “floor”, then vertical structures angpproach for determining the “support order” of the objects
furnitures are decided to be supported directly by the ﬂ00§urrounding our object of interest.

Otherwise it is assumed that floor is not visible in the sceng, pifferent Cases of Support
Identifying vertical structures like walls and windows,dan In thi . di diff ¢ bl hil
furniture like tables, chairs, cupboards and sofas plays a n this section, we discuss ditierent possib'e cases while

significant role to avoid infeasible support inference such’® do support order prediction. It is not possible to provide

as a small object supporting a wall or a table. For a proB generalized solution to handle all the cases. Therefore,
or a graspable object, different types of support are iatérr we treat each case differently and provide a well-tailored

by considering its surrounding region. Objects lower to thﬁo'”“o” to each case. The first and most generic case is

current object whose centroids are closer to the curre ItUSt.ratGd n Fig. 6(.a) where one object supports the other
In hierarchical fashion. There can be possibility that one

object are selected (Proximity,) as potential candidates for _ . "~ . .
providing “support from below”. In case of conflict, the onesOb]eCt is supported by multiple objects. Therefore, we &hou

with higher boundary ratio (Boundary Ratifi,.) are chosen remboveo?ll ?f'* (all objeclts ml Ia>(/jer Ltl) first, tlhen 3.rand so
as regions providing “support from below”. If a significantonI ¥ha op mggjreverse eveb_orter rat\)/ersa. ted by obiect
portion of 3D convex hull of the current object belongs to the n the second case, one object may be SUpported by objects

: : : t two different hierarchies. For example, in Fig. 6(b), the
3D convex hull of the supporting region (Containmefat,;), a i : .
the support is termed as “containment”. All regions in caehta Iq[reetn ?\zm? L)S lsugp;orteg 531 tv[\;o ijects r?bjec]}l.lt'll atr:dl éi
with the current object (Depth Boundarfy.,:») other than . gke S odahels b. I gng . .d: ur:jngdsusc cr:]on 'cL abe | W
the regions below are considered as “support from side”, p Kept an _t € label 2.5 IS discarded. 5o t '€ green ottle is
they are labeled as stable regions (Relative Stabifify,). re_moved prior to removing any other object in layer 2 of the
After support inference is performed, the support order fol?lerarchy, .e., the object laheled 2.4.

a given object of interest is predicted as discussed in next 1 N€ tr_urd case arises when one object is contamed n
section. another instead of merely supporting, for example the jglast

bottles in the basket as shown in Fig. 7. If the obj@ds the
V. SUPPORT ORDER PREDICTION basket as shown in Fig. 7(a), the basket is directly grasped
without any need to remove the plastic bottles present Ifi it.
the objectO is one of the plastic bottles, i.e, the object which
lies inside some other object as shown in Fig. 7(b), it can
be picked directly since it does not support any other object
Now, suppose the obje@ is the board which supports the
basket. In that case, it is tested if objects 2.* are inside th
object 1.1. If yes (the case of 7(c)), then 1.1 is removed
directly. Otherwise, all the objects 2.* are removed before
removing 1.1. This idea is implemented using reverse level
(@) (b) order traversal as explained in detail in the Section V-B.

Fig. 6. (a) Case 1: Support in hierarchy. The objects are artgnp by i
one another in hierarchical manner. Therefore, in order itk pip the B. H|erarchy of SUpport

desired object, all the objects in the hierarchy need to lokegi up one In order to determine the “support order”, a tree of support

by one.(b)Case 2: Simultaneous support in multiple hiesardhe green : : . .
bottle (pointed by an arrow) is supported by objects in rpldtihierarchy. is built with the object of interest placed at the root of the

So it should be treated as an object in layer 3 and removedebesmoving ~ tree. The parent node in the tree represents supportingtobje
other objects in layer 2. and the child node represents supported object.



(@) (b)

Fig. 8. Example to demonstrate support order predictiod a0+, O2, O3} represent support in multiple hierarchy®.4, Os, Og } represent containment
and {O7, Og, Og} represent simultaneous support by multiple objects. @®Traversal is done from leaf nodes towards the root nOdeis connected

to O3, O1 as well asO which implies O3 is supported byOs, O1 and O. In this case the edges connecting to parent nodes at alligherhhierarchy
are pruned (edges shown in gray). Nodes and Og (shown in light blue) are contained in nodg,. These nodes are skipped during reverse level order
traversal.

Tree traversal is performed using reverse level order travethe robot arm and have overlap between one another. In the
sal. The objects present at the leaf nodes are the ones pablicly available datasets for cluttered environmentsas
providing support to any other object. So they are picked uNYU depth dataset [16] and Cornell Scene Understanding
first and then, the upper layer is traversed and the procesdataset [17], the graspable objects are usually present in a
repeats until we reach the root node that is our object dé&r corner of the room instead of being in the center. This
interest. The special cases discussed in Section V-A anecessitated creation of our own dataset. We have collected
taken care of during tree traversal to ensure minimal damagedataset consisting of 50 images with different levels of
while manipulation. In case of support by multiple hiergrch clutter along with their point clouds and depth images using
(Fig. 6(b)), the child node corresponding to the supportedinect. We manually create dense labeling and a support
object is connected to multiple parent nodes from differematrix for each image. Support matrix encodes the ground
layers. It is not feasible to retain all edges connecting ttruth support relationship between each pair of region @ th
the child node. Retaining any of the edges in the uppdorm of a set of 3-tuplesfR;, S;, T;]. The raw depth maps
layer(s) implies that the object corresponding to the childre smoothened using an adaptation of colorization method
node will be searched even after its removal. If the edgley Levin et al. [18]. The dataset is divided into training and
to the parent node(s) at lower layer is pruned, then whileest data in 30 : 20 ratio.
picking the object corresponding to this parent node, the
presence of the supported object will be ignored which ma. Results and Discussion
cause damage. Therefore, the edge(s) between the child nodghe results of support inference for a selected set of
and the parent node(s) at the lowest layer are retained whilfages from our dataset using rule based methodnasrl
pruning off edges connected to parent node(s) in the uppgfference method are shown in Fig. 9. The support relation-
layer(s). During tree traversal, prior to retrieving anydep  ship is shown by pointing arrows from the object of interest
if the support type for a node is found to be “containment’o objects supported by it. The support order prediction for
then, this node is not retrieved since we do not need to pigkg. 9 is given in Table Ill. The images in row 1 show
it up for grasping the object containing it, as discussed ithe support from below. Both rule based andp inference
case 3 in Section V-A and shown in Fig. 7. method do well in such cases. The images in row 2 show that

Fig. 8(b) graphically demonstrates the tree traversal anghth the methods can successfully infer the support relatio
support order determination for objects shown in Fig. 8(@hetween the plate and all the other objects on it. The images
The dark edges represent valid connections. Lighter edggs row 3 show the support by the basket to the objects
denote the connections removed in case of support by objegfsntained in it. However, since they are contained insige th
of multiple layers. The nodes in light color denote objectpasket (label 7), the basket is supposed to be picked up as
contained in the objects corresponding to their parent $10dgt js. Hence the support order prediction does not generate
We traverse from the leaf nodes towards the root node. Thge |abels of the objects contained in the basket as given in
support order is predicted as Table Ill. The images in row 4 show support from siggp

O3 — Og — Oy — Og — O7 — Oy — 01 — O. inference fails to infer side support of book 1 by the folder 8

VI. EXPERIMENTS AND RESULTS but rule pased inference successfully |nfers the side stippo
An object can be supported by multiple objects as shown

A. Experimental Setup and Dataset Collection in Fig. 6(b). The green bottle (shown by pointing an arrow)

For object manipulation, it is desirable that the objeces aris supported by two boxes labeled 12 and 11 simultaneously
in the vicinity of the camera, at a reachable distance froras shown in Fig. 10. Therefore, if our object of interest is
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(a) Input Images (b) Rule based Infer- (c) MAP Inference
ence

Fig. 10. Demonstration of support by multiple objects. Thghtghted
section in input images in column (a) are zoomed in columnaia (c) for
better view. The arrows point from object of interest to algedirectly and
indirectly supported by it.

RGB and depth features used in [8] are used for segmenta-
tion. Segmentation accuracy is measured as average overlap
of segmented regions over groundtruth regions as defined

(@) Input Images ‘(;)Csu'e based Infer- (¢) MAP Inference in [12]. The unweighted average overlap score and the score
weighted by pixel area are given in Table I(b).
Fig. 9. Results of inference: The highlighted section inuinpnages in TABLE |

col.(a) are zoomed in col. (b) and (c) for better view. Th@was point from

object of interest to objects directly and indirectly sugpd by it. ACCURACY OF STRUCTURE CLASSINFERENCE& SEGMENTATION

(a) Accuracy Structure class Inference

| Type | Training Accuracy | Test Accuracy |
either of the two, we must pickup the green bottle labeled 3 [~Ground Truth Regiong 100 97.02
prior to picking them up. Our method takes such a situation Segmented Regions 97.79 83.88
into account and infers that both box 11 and box 12 support (b) Accuracy of Hierarchical Segmentation
the green bottle 3. But theAP inference method fails to do [ Type [ Training Accuracy| Test Accuracy]
that since it discards the possibility of support by bothédzox Weighted 87.1 75.4
11 and 12. Unweighted 74.3 60.4

We observe that the support inference gets affected by accuracy of support inference directly impacts the ac-
the inaccuracies of structure class prediction. Incofia ¢racy of support order determination. Hence the support
explicit structure class information in rule based inf@@n  terence accuracy on two scenarios: using ground truth
helps avoiding infeasible support relations such as ancobjgegions and segmented regions. For each scenario, both “typ
supporting the walls or furnitures to a significant extentyare and “type agnostic” accuracies are evaluated simila
As (_eV|dent in Fig. 9 .and 10, the wall, prOJect_or screen ang, [8]. In case of type agnostic accuracy, the support type
chair are clearly not inferred as supported objects. Howeves ot considered while comparing support relation with
sometimes, due to error in structure class prediction,smﬁneground truth. But in case of type aware accuracy, both

the vertical structures and furnitures are shown as Sumortsupport relation and support type are taken into accourg. Th

by objects. In addition to that, in some cases, objects akfcyracy of support inference using groundtruth regiors an
predicted as furnitures due to which the desirable SUPPAEgmented regions are given in Table I1.

relation can not be achieved. Some of such results are shown
in Fig. 11 and their corresponding support order are given
in Table 1lI. In the image in 1st row, the chair labeled 5 is

TABLE Il
ACCURACY OF SUPPORTINFERENCE

treated as an object and is shown as supported by the closest ["Region Source]  Ground Truth Segmentation
object that is the book labeled 11. UsimpP inference, Inference Type | Type Type | Type
these errors were eliminated. On the other hand, in row 2, . ITyge _ A96n6°;t'° Ag"'sa;e Ag3n5°it'° Ag‘:‘;af
. . . ule bBase . . . .
the book on the top is predicted as furniture and the true — - ——Fr¢ 780 o1 305

support by the books below it are missed both by rule based
andMAP inference methods. The accuracy of structure class Due to noise in depth values, sometimes false contact
prediction is shown in Table I(a). Since the images are takdyoundary is created between two isolated objects and false
in similar environment, the accuracy is reported to be highsupport is inferred. Accuracy of support inference using
A 5-stage hierarchical segmentation approach proposed bggmented regions is lower than that using ground truth
Arbelaezet al. [11] was used for segmenting the imagesregions. In many situations, the segmented regions do not



uniguely represent an object. An object region may comprise
of more than one segments. A segment may also represent
parts of more than one object region. This imposes limitatio
on the practicality of our approach. With improvement in
segmentation methods, the performance of support inferenc
and support order prediction can be improved and also
can be practically more feasible. Recently, many intevacti
segmentation methods have been developed [19], [20] to
support robotic manipulation tasks where user input isnake
as initial input for segmentation. Incorporating user inpu
using such methods can also help in achieving more accurate
segmented regions.

We observe that, support inference fails in a few situa- 11 Deoend Structure diction. Theligigted secti
. . . . . 1g. . epenaency on ructure class prediction. | section
tions. Support from side is not correctly inferred in CaseE‘. input images in column (a) are zoomed in columns(b) anddichetter

when baseline of supporting object is not visible or wheRiew. The arrows point from object of interest to objectsedily and
supporting object is also unstable. Often in frontal vieve t indirectly supported by it.

entire surface area of the supporting object is not visible.

In these cases, support to objects lying on top of it are not

inferred, especially if they are partially occluded andtegn @nd performed our experimentation on the same. Our work
to the supporting surface is not visible. extends the scope for different applications such as grasp-

TABLE Il ing, manipulation and picking from bin towards cluttered
ORDER OF PICKING OF SURROUNDING OBJECTS environments consisting of objects of generic shape ared siz
that overlap on one another.

5 !

(a) Input Images (b) Rule based Infer- (c) MAP Inference
ence

Img No. | Object of | Order of picking Order of picking REFERENCES
interest | Rule based method MAP inference

9.1 7 510 6 510 6 [1] A. Ramisa, D. Aldavert, S. Vasudevan, R. Toledo, and Rpdzode
9.2 11 613125 613125 Mantaras, “Evaluation of three vision based object pefoepnethods
9.3 7 - - for a mobile robot,”Journal of Intelligent & Robotic Systems, 2011.
9.4 8 1 - [2] B. Rasolzadeh, M. Bjorkman, K. Huebner, and D. Kragin‘active
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