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GANs Examples and properties

Minimax formulation and theory
Wasserstein GANS
challenges

Goodfellow

Generative AdversarialNetworks etat 20141

Generative model trained in a game theoretic
adversarial way

Goo 112kt IRN St if Z Nfo If then Grzl samples
1 from a learned data distribution

latent image

Space Space

wani

eWE will not attempt
to maximize data likelihood

Range G



Example architecture DEGAN Radford et al 2016

Synthetic Samples when trained on LSUN Bedrooms



Can interpolate in latent spaces

original interpolations in z original
image image
I l

Ulyanov et al 2017

There is semantically meaningful arithmetic in
latent space 5

Radford et al 2016

There is a direction in 2 corresponding to

having glasses



GANS have been trained that can generate
photorealistic faces

Karras et al 2018



Idea Train a model by trying to fool
a concurrently trained discriminator

Lucas et al 20181

FormulationofGANtrainingimaxoptimzatio
Let p denote data distributiond

Pz be Nro In

Let Goo 112k IR be the generator
D8 IR 80,1 be Pr input is real

Valve function

D G E log Dad tzEp.bg i Drarzof
X Pd

Why optimize this



it is the negative cross Entropy loss
but label real when X Pd
and label not real when Z Pz

Cross Entropy loss

lce P q E Prolog Ers ftp.gqSESl I
r v s over

Minimaxformulation

mginmgxlfqpaogdrwtfEp.bg
t Drarzn

b wants to maximize neg Cross Entropy

G wants the opposite



MinibatchasticGradintDescginithm

perhaps multiple
updates to D

per update
to G

Goodfellow et al 2014

Why is the GAN valve function the right

thingtooptimize

Claim For fixed G the optimal D is

DEIKE Pd

PartitPgrx

Proof3 VIG Dl IEpalog Drt t.LEpz.bg
l Denzil

IEpalog Dvd TIE log l DexX Pg



ldistribution
induced bygenerator

ffpdrxllogbrxltpgrxllo.gr out DX

I

To find Max over D8
Use Variational Calculus and differentiate
with respect to D and set Equal to 0

Part Z O
ng

Bhi
l DII

DIX PDI
PartitPgm

Theorem The global minimum of

C Gl mgx VIG D

is unique and achieved iff Pg Pd

Proof3 By previous claim

C Gl ftp.logDErxltIEpgeogll DENI



Lepak's
Pd p pg t.IEpglogPg p pg log4

log4 t DadPall Pate tDkIPgHPdt

I 1
Nonnegative and
0 iff Pd Pg

Limits on this theory
Nonparametric infinite capacity models

all probability distributions

Does not assure the minimax problem
can be solved to global optimality



W tEGAN Arjovskyetal 20171

Goal minimize distance between Pd andpg

Use Earth mover distance
Wasserstein 1 distance

Illustration

E
Move Each grain such that average distance
moved is minimized

Formally

Wr Pd Pgl inf Ere yay 11k911
YETI PdPg

If Pd Pgl joint distributions on IX yl
s t marginals are Pd and Pg



Why minimize EMD

Plain GAN Earlier roughly minimizes

Dk Pall PdH It Dk Pg 11Pdt PdPg

Jensen Shannon
divergence

This is not continuous in Pd and Pg but
EMD is

Example

Consider uniform distribution over

the 2nd line segment
Po fo y o eye c R2

Po

Q

KL r Po Pei 8 8Eg
JS Po Pol dog 2 Eto

O 0 0

W Po Pol 101

As 0 10 only W Po Po 10



ApproximatingEMDurnets
By Kantorovich Rubinstein duality

W Pd Pgl ftp.q xnpdfW LEpgfrHHfrxl
fryiLipschitz constant HfHEfy HX yH

At the Expense of a factor of K
can take sup over 11ftKE K

To Estimate W Pd Pg 3

Feaf Eatin IIpzfwrao.HN
Where fw are neural nets w parameters

w in a compact set W

Eg each weight is in o ol o ol



WGANformulation

Muth moat tEpdfwrw IIpzfwrao.EU

Call fw the critic

Algorithm



Challenges with GANS's

Difficulty in training Eg D updates
per G update

Mode collapse

Park et al 2020

No Evaluation metric
No likelihood estimates
Difficult to invert

Min 11 Gezi y112
Z


