


What is “interpretability” in the context of machine learning? 
 
 
 
 
 
 
 
 
 
 
What types of explanations are interpretable? 
 
 
 
 
 
 
 
 
 
 
Why is interpretability important/useful? 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
Example where interpretability can help find a better classifier 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Does this explanation lead you to trust this model more even though it’s 
wrong? 
 

 
 
 



 
 
Do you trust this model? 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
What if you see the explanation of its prediction? 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
How would you improve the classifier based on this explanation? 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
Should you trade off accuracy for interpretability? 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
Types of interpretability: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Local versus global interpretability 
 
 
 
 
 
 
 
 
 
 
 
 
Local methods with different explanation types: 
 
 

 Survey on Neural Network Interpretability, Zhang et al. 2020



 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Sparse Explanations 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
What is a regularization path? How is it used here in K-Lasso? 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Superpixels 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Explain the highlig
hted line 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


