
 
Challenges in working with natural language and sequential data 
 
 
 
 
 
 

Text generation / story generation

Translation 

Creating Summaries

Question Answering

Text autocompletion

Irony/sarcasm detection

Grammar/spelling correction

Spam detection



Google: GPT-3, DALL-E 
 
 
 
 

 
 

 
 
 
 
 
 
 
“Work to live” vs “live to work” 
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RNNs have a limited window of past times/positions that 

They can pay attention to 
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Attention 
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Figure 4: Two attention heads, also in layer 5 of 6, apparently involved in anaphora resolution. Top:
Full attentions for head 5. Bottom: Isolated attentions from just the word ‘its’ for attention heads 5
and 6. Note that the attentions are very sharp for this word.
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Visualizing Attention 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
Example of challenges that attention can help with:  
 
I didn’t put the trophy in the suitcase because it was too small



I didn’t put the trophy in the suitcase because it was too big 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Machine Translation



 
 
 
Transformer Architecture - Application to Machine Translation 
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Encoder: entire sentence is passed in (n 
tokens), it returns a representation for 
each input token.  That representation 
has built in the notion of attention.



Decoder: generate one token at a time 
(in an autoregressive manner) in the 
target language 






 
 
 
 
 
Application to other NLP tasks 
 
 
If you wanted to do 
sentiment analysis how 
would you modify 
this architecture? 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

T
soft use the decoder

Lingo can only attend
words

99 already

0

FE

What architecture 
would I use for 
unconditional text 
generation?



 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

have to proces
tokens serially


