Day 4 - Linear Regression

Agenda:

+ Review: Supervised vs Unsupervised Learning

+ Regression vs Classification

+ Parametric Regression, Linear Regression

+ Least Squares Formulation

+ Solving Least Squares Formulation

+ Issues to Pay Attention To with Linear Regression
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FIGURE 3.1. For the Advertising data, the least squares fit for the regression
of sales onto TV is shown. The fit is found by minimizing the residual sum of
squares. Each grey line segment represents a residual. In this case a linear fit
captures the essence of the relationship, although it overestimates the trend in the
left of the plot.
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Supervised Learning

Supervised vs Unsupervised Learning
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Figure 3.6 The differences in input and output of supervised and unsupervised
algorithms
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Figure 2.3 The two phases of

machine learning: training and
inference

Inference

Example of features and labels from the context of home prices:

Features Target/Label
v
A B C D
1 Rooms | Square meters | Distance from city center Price
2 2 80 5.4 km | 100,000
Examples

3 1 42 7 km 80,000
4 3 120 23 km | 160,000
5 2 65 2 km 70,000

Figure 2.2 An Excel sheet with features and labels for several examples



House-price prediction example

House |nformat|on House brice
(size, location, . (Superwsed Learning) use pri

Google data center case study

Cooling plant parameters ML Plant PUE
(pressure, temperature, ...) (Supervised Learning) (energy performance)

Regression and Classification

Regression: Predict a CONTINUOUS value/label/output based on features/inputs

Classification: Predict a DISCRETE/CATEGORICAL label based on features

Examples:

Regression:
+ Determine the energy efficiency of a data center given cooling operational data

+ Determine the value a home will sell for given features of the home

Classification:
+ Given an image of a telephone phone, determine if there is rust on it

+ Given an image of a dog, determine what breed of dog it is.



Activity: Decide if these are regression problems or classification problems

* You are have a conveyer belt of cucumbers. A photograph is taken and the cucumber is
identified as either high, medium, or low quality.

* You are given a resume of a person, and you predict the salary they will be offered for a job if
hired.

Activity: Would you approach the following task as a regression or a classification
problem?

The company Square has access to the financial transactions (on its platform) for a given
company. The company asks for a $2000 loan. Square needs to decide if they will approve or
deny the loan request.

Square Capital

ML
Transaction data —>[(Supervised Learning)j—’ Business loan eligibility

Figure 2.7 How the house-prediction example and the Square and Google case studies
used supervised learning

Regression: Classification:

Features: Account balances, recent Features: Account balances, recent
financial transactions, other market financial transactions, other market
conditions conditions

Training Labels: Market valuation OR Training Labels: Did they repay loan
account balance in two weeks (requested in the past)

Predict:



Mathematically
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The parametric approach to regression

With a parametric approach to regression, you assume the relationship of the input to
output is given by a function, f, with unknown parameters. This requires making modeling
assumptions on f.
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FIGURE 2.4. A linear model fit by least squares to the Income data from Fig-

ure 2.8. The observations are shown in red, and the yellow plane indicates the
least squares fit to the data.
Example of data model

income ~ [y + 1 X education + 83 X seniority.
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Or perhaps we want a model that is not linear in its input:

FIGURE 2.10. Least squares fitting of a function of two inputs. The parameters
of fo(x) are chosen so as to minimize the sum-of-squared vertical errors.
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What is linear regression?

A linear regression problem is one where the response is linear in the model Earameters.
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Are the following models linear in their parameters?
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Can you use linear regression to solve for the parameters of the following models?
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Least Squares Formulation for Linear Regression (for models that are linear wrt input)
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Least squares formulation for linear regression (with models linear in their input)

y, x(l)
where Y= 4 X=( _—x¥—
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Solving the least squares formulation using vector calculus

- n Xd d
Lot yeR", XeR"™ ©eR
N \

N wn kmwv]
khown known

Consider

s X has rerk 0(.,

b\ <t
the golvbiom 15 given b] @ = (X X) Xy



why v Liy-Xel--X*(y-Xo)
Sset  Ehis gm'.'cw.é Gl b O,

X (y-Xxo)=0
nored ggns TN X"XG _ X&]

e b, (IF XX
0= (X X) X J IS in\/CfHHe)

Ty X hes rark "X, XbX hes rank A
Nobe Xbx g o@xol/ s0o XEX TS inwb’b/eg

l/vhj 9 Ve ';':lly—)(eﬂ2 = ‘Xb(H-XG’)?

T%’Olﬁ b‘lM S:o(‘ MUJL\'Vow‘aéé §U"Célb'n5

s 58 RY—=R
$ (xe=5(X )+<T3), b )+ O0Ih)

YOU can VS8E 6‘!1\5 60 rC—OJ a‘f‘f a yr(;(}"c.né ﬂ'ffo‘
applyl'j G Pcréuféaéwn L
Leb 5}(9)- S Ily-Xel ffllﬁ(e-jl/

s X8y Xe )

Reeall

: $(g+h)- L K6+Xh-y, sorXh=Y)
= 1{X6Y +Xh, XOY+Xh)
= L (X0-Y XD +L(xh X0



+LXO-Yxh> + 5 X XhD

= 5(8) + { XO-Y,Xh>+ O(lhil)
5(0) + < X (xa-y) h+ O(Ir)

\_,——w\)

So  V5(0)- Xb()(e_ Voee) "
9) = - x¥(y-x0)

Y

When 795 X of fank AT

» T§ I’\<0(} X s of ranh&n

= Meed more dabs pointy
Lhan Parameta’s Lo get a o9 0.

. T+ ony Seaboes are  duplicales
(or  lincar combinalions of Gach
OH"C"’> X is of rank <d

=5 Need b remove dependont
Seabure o vse Fomla abové



Other ways to solve least squares formulation for linear regression

Use a computer package such as TensorFlow or PyTorch to run Gradient Descent down the

objective. ;
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Least Squares Formulation for Linear Regression (for a general model)
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Things that can go wrong: Underfitting and Overfitting
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Other topics:

What happens when there is fewer data than features?



How do you deal with categorical features?

Be careful about whether you want to view your problem as a prediction task



