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3 1 VECTOR SPACES

ADDITION t Fx V a F

X Y IA Xt y

MULTIPLICATION R V V

K X 2 x

Remark

Products between Vectors x s are not a priori defined



Example Euclidean Space IR

Tuples of n numbers

column vector

Then

X X2

xx IIxx 1

lf It

11 11 i still



Q What are some other examplesof
Vector spaces

o Complex vectors E

x 9 s I xts I

Vector space of Functions

f R S IR

ADDITIONS f i RI IR g IRS IR

ft g x fixity ex

Mdt a f x L for



Matrices

A matrix Ae IRM is a tupleof m n

numbers arranged as follows

A 921 022 Q2nI i
IRM is a vectorspace with entrywise

sum an productby a saber

At B Ais Bij

IA L Ais



A e IRM then At is the transposeof A
and

Aij FAT j for lock Ci s

A ERM Bern't then A B E RM

such that

AB E diebe for each Ci s



Matrices as column Vectors

By stacking each of the n columns

of a matrix At 1pm

we obtain a column vector

a Vec A e Rmm

from themmlbook



Tensors

Generalizes matrices to more than 2 dimensions

from Murphy Probabilistic Machine Learning

we can flatten Tensors

Examples pictures
videos etc



Examples
In ML we often Work with high dimensional vectors

150 200
ER

256 256 3
ER



Linear Independence and Bases

Def Linear Combination

V vector space and xi x EV

Then every yet of the form

Y d X t d X t dy tr

with di dr ER

is a LINEAR COMBINATION of Xi Xr

Def Span

span Xi Xr

Lsetof linear comb of x x

yet 4 2 X t thyXp for some ay do ER



Example

Ae IRM
M

X E IR then

y A x al af am jffHxitfHxat tffn

y is a linear combination of the
columns of A

y e span 4 ai az an



Def Linear Independence

xi Xy EV are Linearly dependent

if F d dr ER such that

X X thx t duty D

with at least one di to

xi Xy EV are Linearly independent

if X X thx t duty D

implies I 1 d 0



ex

V I

t s E Z E

Are X Y Z linearly in dependent

Is Z E Span x y

Are x y linearly independent

Answers

X t y Z or X t Y Z 0

2 24 22 0

x 3,7 are linearly dependent

Z E Spon x y be Z X ty



o Ff they were dependent

X X t da y 0

d 0 02 1240

i f 443 11 8

1 0 and dz o

contradiction



span x y IR

Def Bases

ex The standard basis in IR is

f ee t ie.f



Q Find a basis for
x2

Pa IR polynomials in xeR of degree atmosta

Basis for it

E I E I

E f Eg 891

9 2 E t 1 Eg

Vec Ei I Vec Ey



IRM Mxn matrices

olim RMM Man



3 1.2 Subspaces

Q Is S a subspace

S ye IN 9 1 for some ne IR e IR

y EIR Y so EIR

53 128 128 grayscale imageof a cat e 1128
128





3.2 Linear Maps

Examples

Image filters convolutional layers etc

GAUSSIAN
BLUR

from wiki



I Show that for every linear map T V W

TCO O

ex AE IRM then

the map Xt Ax is linear

A IRN Am

ERM Axe IRM

ex Consider T It It given by

IIHF
show that it is a linear map



A ERM you can define

T IRM IRM linear map
such that

TIX AX ERM for XE IM



3.2.1 The matrix of a linear map

Every linear map is completely determined

by specifying its action on the basis vectors

Vi Vn is a basis for t

T V W is a linear transformation

X EV then for some di dm EIR

X d Vat t ink

therefore

TIX HTLV t Intan



3 2.2 Nullspace range
T V W linear transformation

Nullspace or kernel is the subsetof V
that is mapped to zero

Ker T null A ve V Two

Range is the subset of W that

is reachable by T

range T WE W TV w for some V

if we range T IV TV W



Consider a linear transformation given by
A e IRM

in

infra

IRM Rm

columnspace span columnsof A rangeCA

row space span rows ofA

Y AX Y x A t x2Az t t In An

where Ai cols ofA



Rank of a matrix

rank A dim range A

olim rowspace A

independent columns

independent rows

If A ERM then

rank A Emin M M

A is full rank of
rank A min M M



Ex Consider T It It given by

IIIHEY
Find A e 11 that represent T with

respect to the standard basis

Find range T and null T

Is T full rank



Solutionsof Linear Systems

A system of linear equations can be

written as

Qi X t t Qin Xm by

Iam x t tamnxn bn

That is Ax b for A e IRM

A solution exists if and only if
be range A

If xp is a particular solution of Ax b

all solutions can be written as

X Xp t XN

for some xp E null A



3.4 Normed Spaces

A norm on a vector space V

is a nonlinear function Il Il IR

Norms on IRM



Norms on pixm

Norms can be defined also on 1pm

For example the FROBENIUS NORM

I All E E Ais AvecCA 112

or the p NORMS

11AIlp ME
AX P

p I
11Xllp



36 Eigenthings
For a square matrix Ae 112mm

the eigenvectors of A ore

those vectors that A simply scales

AE IR and x Xz eigenvectors



A nonzero X E IR is an eigenvector of A
with eigenvalue d if

Ax d X

AK X LAX LAX L xx
Remark

If x is an eigenvector than also

ax for any d E IR is an ligent why

When we talk about the eigenvector
associated with X we usually
mean the eigenvector with length 1

11 112 1



3 10 Symmetric Matrices

A matrix At IRM is symmetric if
At A

3 11 Positive semi definite matrices

Consider a symmetric matrix Ae Imm

with eigenvalues di in

Then A is

positive semi definite if
di 20 for any i l m

or equivalently

FAX 20 for any Xe III



positive definite if
di o for any it M

or equivalently

FAX o for any Xe III



4 Calculus and Optimization

Derivatives

Consider f IR IR The derivative

of f at x is

off L x lying fix th fix
h

when the limit exists

When f IR S IR the partial derivatives are

If king father f
x

h

where e is the i th standard basis vector



4.2Gradient

When f IR SIR The gradient of f at x is

of
9

Note Sometimes this is written

as a row vector



4 3 Jacobian

when f R IRM we define the Jacobian

of fat x as the men matrix

where

fact

fix It
Jmu



Tangent and Approximation

If J IR IR fix gives the slope of
the Tangent line at x

fix th a first f x h

source wiki

This generalizes to f IR IR

using hyperplanes



what about when f Rm

Jj x is the linear map that

approximates f locally around x

fix th e f x Jg x h

Useful to remember the dimensions

f IR pin

Jg x e pm
in



4 4 Hessian

For f with continuous partial derivatives

of 02ft



4 6 Taylor's Theorem

We can use the Hessian for computing

a quadratic approximation of f at x

fath a fix ofexthtt htofash

This can also bemade exact



4 1 Extrema

A large part of Machine Learning is

about minimizing maximizing loss functions

Forexample for

MEI LAI

We define

I a local minimum of f if I N SIR

JAKfCH TX EN

fix

in

E L



x a global minimum of f if
fix If ex Tx em

fixAn

in

I

similarly we can define local global minima



Remark

Maximizing f is equivalent to minimizing f

if x is a local maximum of f
then x is a lo cell minimum of f
and vice Versa


