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Background
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Algorithm

https://medium.com/geekculture/introduction-to-deterministic-policy-gradient-dp
g-e7229d5248e2
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https://medium.com/geekculture/introduction-to-deterministic-policy-gradient-dpg-e7229d5248e2
https://medium.com/geekculture/introduction-to-deterministic-policy-gradient-dpg-e7229d5248e2


Tasks
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Comparison to baselines and ablations
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Investigation into Q-value estimates
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Takeaways about paper organization
Introduction: motivates the work by situating it in relation to literature

Background: formulates the problem (e.g. describes MDP, whether it addresses 
partial observability, reward scheme, etc.)

Algorithm/Method: proposes new way to approach said problem; provides new 
loss function, or training algorithm; often includes description of task

Results: compares proposed method to state of the art baselines; highlights 
nuances/limitations of method; performs ablations

Conclusion: summarize paper, provides suggestions for next steps

Appendix: includes details needed to replicate results or lengthy proofs; anything 
that would interrupt the flow of the paper should go here
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DDPG for xArm Reacher
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Extending to Image Observations…
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actor

critic

encoder

encoder

- Common to share encoder weights 
(only send critic loss to encoder)

- Use techniques to pretrain encoder



State of the Art for Continuous Control RL

Soft Actor Critic: 

For PyTorch implementations: see stable-baselines3
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http://proceedings.mlr.press/v80/haarnoja18b/haarnoja18b.pdf
https://stable-baselines3.readthedocs.io/en/master/guide/algos.html


Soft target update in PyTorch
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Next Class (3.4.22)

● General guidance on how to approach a deep learning problem
● Discussion about Project Proposal Feedback
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Survey (3.1.22)

https://forms.gle/9JLYeDdrbX8yJoP76
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https://forms.gle/9JLYeDdrbX8yJoP76

