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Logistics

2

• HW 2 is due on Friday 02/08

• Tentative schedule of HW on class website

• Project proposal: due Feb 21

– 1 page description of problem you will solve, 
dataset, and ML algorithms

– Individual project

– Project template and potential ideas are on Piazza

• Project milestone: due March 21

– 2 page description on progress

• Project report at the end of semester and project 
presentations in class (10 minute per project)



Outline

• Logistic regression

– Classification based on probability

• Maximum Likelihood Estimation (MLE)

– Application to Logistic Regression

• Gradient Descent for Logistic Regression

• Evaluation of classifiers

– Metrics

– ROC curves
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• Properties
– (𝜃0, 𝜃1, … , 𝜃𝑑) = model parameters
– Decision boundary is a hyper-plane
– Perceptron is a special case with 𝑓 = 𝑠𝑖𝑔𝑛

• Pros
– Very compact model (size d)
– Perceptron is fast

• Cons
– Does not work for data that is not linearly separable

ℎ𝜃 𝑥 = 𝑓(𝜃𝑇𝑥)

ℎ 𝑥 = 0

ℎ 𝑥 < 0 ℎ 𝑥 > 0
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Classification based on Probability
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Logistic regression
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LR is a Linear Classifier!

Logistic Regression is a linear classifier!

• Predict 𝑦 = 1 if:

P 𝑦 = 1 𝑥; 𝜃 > P 𝑦 = 0 𝑥; 𝜃

P 𝑦 = 1 𝑥; 𝜃 > ½ 
1

1 + 𝑒−𝜃
𝑇𝑥

>
1

2
• Equivalent to:

• 𝑒𝜃0+ σ𝑖=1
𝑑 𝜃𝑗𝑥𝑗 > 1

• 𝜃0 + σ𝑖=1
𝑑 𝜃𝑗𝑥𝑗 > 0

7



Logistic Regression 

Logistic Regression is a linear classifier!
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Logistic Regression
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Logistic Regression Objective

1

𝑛
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Maximum Likelihood Estimation (MLE)

Given training data  𝑋 = 𝑥(1), … , 𝑥(𝑛) with 

labels  Y = 𝑦(1), … , 𝑦(𝑛)

What is the likelihood of training data for parameter 𝜃?

Define likelihood function

Assumption: training points are independent

𝑀𝑎𝑥𝜃 𝐿 𝜃 = 𝑃[𝑌|𝑋; 𝜃]

𝐿 𝜃 =ෑ

𝑖=1

𝑛

𝑃[𝑦 𝑖 |𝑥 𝑖 ; 𝜃]

General probabilistic method for classifier training
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Log Likelihood

• Max likelihood is equivalent to maximizing log 
of likelihood

𝐿 𝜃 =ෑ

𝑖=1

𝑛

𝑃[𝑦(𝑖)|𝑥(𝑖), 𝜃]

log 𝐿 𝜃 =෍

𝑖=1

𝑛

log 𝑃[𝑦(𝑖)|𝑥(𝑖), 𝜃]

• They both have the same maximum 𝜃𝑀𝐿𝐸
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MLE for Logistic Regression

𝑝 𝑦 𝑥, 𝜃 = ℎ𝜃 𝑥 𝑦 1 − ℎ𝜃 𝑥
1−𝑦

𝑦(𝑖)log ℎ𝜃 𝑥(𝑖) + (1 − 𝑦(𝑖))log 1 − ℎ𝜃 𝑥
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Objective for Logistic Regression

Cross-entropy loss
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Intuition
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Intuition
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Intuition
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Gradient Descent for Logistic 
Regression

𝐽 𝜽 =

𝐽 𝜃 = −෍

𝑖=1

𝑛

𝐶𝑖
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Computing Gradients

• Derivative of sigmoid

– 𝑔 𝑧 =
1

1+𝑒−𝑧
; 𝑔′ 𝑧 =

𝑒−𝑧

1+𝑒−𝑧 2 = 𝑔(𝑧)(1 − 𝑔(𝑧))

• Derivative of hypothesis

– ℎ𝜃 𝑥 = 𝑔 𝜃𝑇𝑥 = 𝑔(𝜃𝑗𝑥𝑗 + σ𝑘≠𝑗 𝜃𝑘𝑥𝑘)

–
𝜕ℎ𝜃 𝑥

𝜕𝜃𝑗
=

𝜕𝑔 𝜃𝑇𝑥

𝜕𝜃𝑗
𝑥𝑗 = 𝑔 𝜃𝑇𝑥 1 − 𝑔 𝜃𝑇𝑥 𝑥𝑗

• Derivation of 𝐶𝑖

–
𝜕𝐶𝑖

𝜕𝜃𝑗
= 𝑦(𝑖)

1

ℎ𝜃 𝑥𝑖
g 𝜃𝑇𝑥 𝑖 1 − g 𝜃𝑇𝑥 𝑖 𝑥𝑗

(𝑖)
-

(1 − 𝑦(𝑖))
1

1−ℎ𝜃 𝑥𝑖
g 𝜃𝑇𝑥 𝑖 1 − g 𝜃𝑇𝑥 𝑖 𝑥𝑗

(𝑖)

= 𝑦 𝑖 − ℎ𝜃 𝑥 𝑖 𝑥𝑗
(𝑖)
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Gradient Descent for Logistic 
Regression

𝐽 𝜽 =
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Gradient Descent for Logistic 
Regression

This looks IDENTICAL to Linear Regression! 
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MLE

• Probabilistic method to train classification or 
regression models

• Find model parameter that maximizes likelihood 
function

𝑀𝑎𝑥𝜃 𝐿 𝜃 = 𝑃 𝑌 𝑋; 𝜃 =ෑ
𝑖=1

𝑛

𝑃[𝑦 𝑖 |𝑥 𝑖 ; 𝜃]

• Equivalent to maximize log likelihood function
• Interesting property

– MLE for linear regression has exactly the same 
solution as the MSE minimizer (least-square 
solution) 
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Regularized Logistic Regression

L2 regularization
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Classifier Evaluation

• Classification is a supervised learning problem

– Prediction is binary or multi-class

• Classification techniques

– Linear classifiers 

• Perceptron (online or batch mode)

• Logistic regression (probabilistic interpretation)

– Instance learners 

• kNN: need to store entire training data

• Cross-validation should be used for parameter 
selection and estimation of model error
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Evaluation of classifiers

𝑥(𝑖), 𝑦(𝑖)

𝑥(𝑖)
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Classification Metrics
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• Training set accuracy and error
• Testing set accuracy and error



Confusion Matrix
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Why One Metric is Not Enough
Assume that in your training data, Spam email is 1% of data, and 
Ham email is 99% of data

• Scenario 1

– Have classifier always output HAM!

– What is the accuracy?

• Scenario 2

– Predict one SPAM email as SPAM, all other emails as 
legitimate

– What is the precision?

• Scenario 3

– Output always SPAM!

– What is the recall?

99%

100%

100%
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Confusion Matrix

F1 score = 2
Precision×Recall

Precision+Recall
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