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Review Feed-Forward Neural Networks
• Simplest architecture of NN
• Neurons from one layer are connected to neurons from 

next layer
– Input layer has feature space dimension
– Output layer has number of classes 
– Hidden layers use linear operations, followed by non-linear 

activation function
– Multi-Layer Perceptron (MLP): fully connected layers

• Activation functions
– Sigmoid for binary classification in last layer
– Softmax for multi-class classification in last layer
– ReLU for hidden layers

• Forward propagation is the computation of the network 
output given an input

• Back propagation is the training of a network
– Determine weights and biases at every layer
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FFNN Architectures
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• Input and Output Layers are completely specified 
by the problem domain

• In the Hidden Layers, number of neurons in Layer 
i+1 is always smaller than number of neurons in 
Layer i



Two Layers
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Output Softmax Layer

Layer 1

Layer 2



Model Parameters
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Results
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Outline

• Convolutional Neural Networks

– Convolution layer

– Max pooling layer

– Strides, padding

– Parameter counting

• Examples of famous architectures

– LeNet 5, AlexNet, VGG16

• Lab 
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Neural Network Architectures
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Feed-Forward Networks
• Neurons from each layer 

connect to neurons from 
next layer

Convolutional Networks
• Includes convolution layer 

for feature reduction
• Learns hierarchical 

representations

Recurrent Networks
• Keep hidden state
• Have cycles in 

computational graph



Convolutional Neural Networks

9



Convolutional Nets
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- Object recognition
- Steering angle prediction
- Assist drivers in making 

decisions

- Image captioning



Convolutional Nets

• Particular type of Feed-Forward Neural Nets 
– Invented by [LeCun 89]

• Applicable to data with natural grid topology
– Time series

– Images 

• Use convolutions on at least one layer
– Convolution is a linear operation that uses local 

information 

– Also use pooling operation

– Used for dimensionality reduction and learning 
hierarchical feature representations
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Convolutional Nets

12



Convolutional Nets
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Convolutions
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Example

15

Input Filter Output



Convolutions with stride
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Convolutions with stride
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Padding
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Convolution Layer
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• Depth of filter always depth of input

• Computation is based only on local information



Convolution Layer
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Convolution Layer
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Second, green filter

6 filters



Examples
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Summary: Convolution Layer
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Convolution layer: Takeaways

• Convolution is a linear operation
– Reduces parameter space of Feed-Forward Neural 

Network considerably

– Capture locality of pixels in images

– Smaller filters need less parameters

– Multiple filters in each layer (computation can be 
done in parallel)

• Convolutions are followed by activation 
functions
– Typically ReLU
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Convolutional Nets
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Pooling layer
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Max Pooling
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Convolutional Nets
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• FC layers are usually at the end, after several 
Convolutions and Pooling layers



LeNet 5
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History
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LeNet (left) and AlexNet (right)
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Main differences
• Deeper
• Wider layers
• ReLU activation
• More classes in output layer
• Max Pooling instead of Avg 

Pooling



VGGNet
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138 million 
parameters



Lab: Load Data
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Matrix 
form



Model Architecture
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Vector form



Model Summary
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Results
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Summary CNNs

• Convolutional Nets are Feed-Forward Networks with at 
least one convolution layer and optionally max pooling 
layers

• Convolutions enable dimensionality reduction
• Much fewer parameters relative to Feed-Forward 

Neural Networks
– Deeper networks with multiple small filters at each layer is 

a trend

• Fully connected layer at the end (fewer parameters)
• Learn hierarchical feature representations

– Data with natural grid topology (images, maps)

• Reached human-level performance in ImageNet in 
2014
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