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Outline

* Deep Learning
— Success stories
— Types of architectures

* Feed-Forward architectures
— Terminology
— Non-linear activations
— Multi-Layer Perceptron
— Multi-class classification (softmax unit)
— Representing Boolean functions



Deep Learning vs Traditional Learning
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Neural Networks

Origins: Algorithms that try to mimic the brain.

Very widely used in 80s and early 90s; popularity
diminished in late 90s.

Recent resurgence: State-of-the-art technique for
many applications

Artificial neural networks are not nearly as complex
or intricate as the actual brain structure



Performance of Deep Learning
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Deep Learning Applications

INTERNET & CLOUD

Image Classification
Speech Recognition
Language Translation
Language Processing
Sentiment Analysis
Recommendation

DEEP LEARNING EVERYWHERE

MEDICINE & BIOLOGY MEDIA & ENTERTAINMENT SECURITY & DEFENSE

Cancer Cell Detection Video Captioni Face Detection
Diabetic Grading VideoaS%a?g:ng Video Surveillance
Drug Discovery Real Time Translation Satellite Imagery

AUTONOMOUS MACHINES

Pedestrian Detection
Lane Tracking
Recognize Traffic Sign




Success stories: Speech recognition
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How do you feel about Black Friday and
Cyber Monday?

They're great -- I get a lot of bargains!

G+ The deals are too spread out - I'd prefer
just one day

W Twoet 25 They're a fun way to kick off the holiday
season.

m as I don't like the commercialization of
Thanksgiving Day.
They're crucial for the retail industry and

[ share 11 the economy.
The deals typically aren’t that good

u Share 0

Vote 1o See Resuits

E-Commerce Times

Enowledge

Black Friday Shoppers Hungry for New
Experiences, New Tech

Pay TV's Newest Innovation: Giving Users
Control

Apple Celebrates Itself in $300 Coffee Table
Tome

Microsoft's Artificial Intelligence and Research Unit earlier this week reported
that its speech recognition technology had surpassed the performance of AWS Enjoys Top Perch in IaaS, PaaS Markets

human t anscriptionists. US Comptroller Gears Up for Blockchain and -




Success stories: Machine Translation

(G  TheKeyword LatestStories  ProductNews  Topies Q

In 10 years, Google Translate has gone from supporting just a few languages to

103, connecting strangers, reaching across language bamers and even helping



Success stories: Image segmentat
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Success stories: Image captioning
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References

* Deep Learning book
— https://www.deeplearningbook.org/

e Stanford notes on deep learning

— http://cs229.stanford.edu/notes/cs229-notes-
deep learning.pdf

* History of Deep Learning
— https://beamandrew.github.io/deeplearning/2017

/02/23/deep learning 101 partl.html
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Example

Size

# Bedrooms

Zip Code

Wealth

Figure 2: Diagram of a small neural network fog predicting housing prices.

v
Intermediate Features

* Provide as input only training data: input and label
* Neural Networks automatically learn intermediate features!
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Neural Networks

Output units  Training labels

Hidden units Learned
during training

R () Inputunits  Training data
Layered feed-forward network

Neural networks are made up of nodes or units,
connected by links

Each link has an associated weight and activation level

Each node has an input function (typically summing over
weighted inputs), an activation function, and an output
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Recall: The Perceptron

1 ifz>0

h(x) = sign(6Tx) where sign(z) = { —1 if2<0

* The perceptron uses the following update rule each
time it receives a new training instance (:c(?’)? y“"))

1 - V\ G
0; < 0; — 5 (hg (::c(z)) — ym) I’E )

| ]
Y
either 2 or -2

— If the prediction matches the label, make no change

— Otherwise, adjust #
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Perceptron
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X4 0;"’“ J 1 if Z wix; =T
X, Y= i
Threshold T L 0 else

e Athreshold unit

— “Fires” if the weighted sum of inputs exceeds a
threshold
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Multi-Layer Perceptron

Deep neural network

- hidden layer 1 hidden layer 2 hidden layer 3
input layer
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* A network of perceptrons
— Generally “layered”



Neural Network Architectures

Feed-Forward Networks

* Neurons from each layer
connect to neurons from
next layer

Convolutional Networks

* Includes convolution layer
for feature reduction

* Learns hierarchical
representations

Deep Feed Forward (DFF)

AVA

Y
> e \/
XK

Rl

\‘f\

| X XX X |

Recurrent Networks

* Keep hidden state

* Have cyclesin
computational graph
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Feed-Forward Networks

=13, 3, 2, 1]
Layer O Layer 1 Layer 2 Layer 3

L. denotes the number of layers

L :
s € N™" contains the numbers of nodes at each layer

— Not counting bias units

— Typically, s, = d (# input features) and s; ;=K (# classes)

(%)
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Feed-Forward NN

 Hyper-parameters
— Number of layers
— Architecture (how layers are connected)
— Number of hidden units per layer
— Number of units in output layer
— Activation functions

e Other
— Initialization
— Regularization



Logistic Unit: A simple NN

“bias unit” Lo go
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Sigmoid (logistic) activation function: ¢(2)

No hidden layers
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Feed-Forward Neural Network

Training example
x = (X1, %2,%3)

(Input Layer) (Hidden Layer) (Output Layer)

Layer O Layer 1 Layer 2

No cycles O = (b[l], wlil pl2l w2l
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Vectorization

::[11] = H"'l[l]T.r' + b[ll] and u[11] = g[:gll)
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Vectorization

Output layer

[2

. T .
:F = I‘["l[”] alll + b[lz] and a; = g(
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Hidden Units

* lLayerl
— First hidden unit:
+ Linear: z\' = Wl[l] Tx + bgl]

* Non-linear: agl] = g(zgl])

— Fourth hidden unit:
+ Linear: z; = Wil] Tx + bE]
* Non-linear: agl] = g(zgl])
* Terminology
— al[]] - Activation of uniti in layer j
— g - Activation function
— WUl - weight vector controlling mapping from layer j-1 to j

— bU! - Bias vector from layer j-1 to j



How to pick architecture?

Pick a network architecture (connectivity pattern between nodes)

* #input units = # of features in dataset

* #output units = # classes

Reasonable default: 1 hidden layer

* orif >1 hidden layer, have same # hidden units in
every layer (usually the more the better)
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Training Neural Networks

Input training dataset D
— Number of features: d
— Labels from K classes

First layer has d+1 units (one per feature and
bias)
Output layer has K units

Training procedure determines parameters that
optimize loss function

— Backpropagation

— Learn optimal Wl plil at layer i

Testing done by forward propagation



Forward Propagation

* The input neurons first receive the
data features of the object. After
processing the data, they send their
output to the first hidden layer.

* The hidden layer processes this output
and sends the results to the next
hidden layer.
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* This continues until the data reaches

I’M
N9
output layer
the final output layer, where the . ‘ .
output value determines the object's input layer

classification. hidden layer 1 hidden layer 2

)

* This entire process is known as o
Forward Propagation, or Forward prop. X » Prediction

27



Activation Functions

Sigmoid

o(r) = 1+é—w

tanh
tanh

RelLU
max (0, x)

r
S

Binary
Classification

Regression

Intermediary
layers
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Why Non-Linear Activations?

* Assume gis linear: g(z) = Uz
— At layer 1: M = whl x4 plt

- al =g (") = vz = uw!x + up™

_ a[z] — g(z[z]) — UZ[Z] — Uw[z]a[l] 1+ Ub[z] —

= uw? uwlty + ywl?lgplils gpt
e Last layer
— QOutput is linear in input!
— Then NN will only learn linear functions
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