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Logistics

• TA office hours moved to 5:45pm today

• HW3 will be out today or tomorrow

– Due on Friday, February 22

• Project proposal due on Tuesday 02/26

– 1 page description of your project, including 
problem statement, dataset, and ML algorithms

• Week of February 25

– Lecture on 02/26 taught by Lisa Friedland

– Lecture on 02/28 canceled 

2



Review

• Metrics for evaluating classifiers
– Accuracy, error, precision, recall, F1 score
– AUC (area under the ROC curve) measures performance of 

classifier for different thresholds

• Feature selection methods
– Filters decide on each feature individually
– Wrappers select a subset of features by search strategy 

(fixing model and evaluating with cross-validation)
– Embedded methods (e.g., regularization) are part of 

training

• Decision trees are interpretable, non-linear models
– Greedy algorithm to train Decision Trees
– Works on categorical and numerical data 
– Node splitting done by highest Information Gain
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Outline

• Decision trees

• How to split nodes

– Definitions of entropy, conditional entropy, 
information gain

• ID3 algorithm

– Training

– Pruning

– Interpretability

• Lab

• Ensemble learning
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Sample Dataset

Categorical 
data
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Decision Tree
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Learning Decision Trees
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Full Tree
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Splitting

Use entropy-based measure (Information Gain)
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Transmitting Bits
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Use Fewer Bits
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Use Fewer Bits
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General case
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High/Low Entropy

LowHigh

Which distribution has high entropy?

14



Conditional Entropy
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Conditional Entropy
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Conditional Entropy
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Conditional Entropy
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Information Gain
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Example
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Example Information Gain

Pure 
node

Max 
Information 

Gain
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Learning Decision Trees

ID3 algorithm uses Information Gain
Information Gain reduces uncertainty on Y
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When to stop?
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Case 1
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Case 2
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Overfitting
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Solutions against Overfitting

• Pruning
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Pruning Decision Trees
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Pruning Decision Trees
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Real-Valued Inputs
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Naïve Approach
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Threshold Splits

Information Gain metric can be 
extended to numerical attributes
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Real-valued Features
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Interpretability
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Decision Boundary
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Decision Trees vs Linear Models

Linear model Decision tree
36



Lab
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Lab

Add Label “High” is Sales > 8
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Lab

Train and Test

Accuracy
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Lab

40



41



Pruning

• Cross-validation for pruning
• FUN = prune.misclass indicates that classification 

error is metric to minimize
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Pruning
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Summary Decision Trees
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Strengths
• Fast to evaluate
• Interpretable
• Generate rules
• Supports categorical and 

numerical data

Weaknesses
• Overfitting
• Splitting method  might 

not be optimal
• Accuracy is not always 

high
• Batch learning
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