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Logistics

• HW1 due tomorrow, Friday, Oct 28, at 11:59pm

• Midterm exam has been scheduled
– Oct 16 during class

• Project proposal: due Oct 22
– 1 page description of problem you will solve, dataset, and ML 

algorithms

– Individual project

– Project template and potential ideas will be shared soon

• Project milestone: due Nov 13

– 2 page description on progress

• Project report at the end of semester and project 
presentations in class (10 minute per project)
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Review
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• Classification is a supervised learning problem

– Prediction is binary or multi-class

• Classification techniques

– Linear classifiers (perceptron): compact, fast to 
evaluate

• Can run in online or batch mode

– Instance learners (kNN): need to store entire 
training data, fast to evaluate

• Cross-validation should be used for parameter 
selection and estimation of model error

– Improves model generalization



Supervised learning
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{𝑥(𝑖), 𝑦(𝑖)}, for 𝑖 = 1,… , 𝑛

መ𝑓 𝑥(𝑖) ≈ 𝑦(𝑖)

መ𝑓



Binary or 
discrete
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𝑥 1 , … , 𝑥 𝑛 and 𝑦 1 ,… , 𝑦 𝑛 , 𝑥(𝑖) ∈ 𝑅𝑑 , 𝑦(𝑖) ∈ {−1, 1}

𝑓 𝑥(𝑖) = 𝑦(𝑖)



Online Perceptron
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𝑦(𝑖)𝜃𝑇𝑥(𝑖)

Linear classifier



kNN
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• Algorithm (to classify point 𝑥)
– Find 𝑘 nearest points to 𝑥 (according to distance metric)
– Perform majority voting to predict class of 𝑥

• Properties
– Does not learn any model in training!
– Instance learner (needs all data at testing time)



Outline

• Evaluation of classification algorithms

– Metrics: accuracy, precision, recall

• Cross validation

– K-fold CV or LOOCV

• Logistic regression

– Maximum Likelihood Estimation (MLE) of model 
parameters

• Gradient descent for logistic regression

– Cross-entropy loss
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Evaluation of classifiers

𝑥(𝑖), 𝑦(𝑖)

𝑥(𝑖)
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Classification Metrics
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Confusion Matrix
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Goals of classification
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• Produce models with high accuracy / low error

• Generalize well

– Avoid overfitting (perform well on training set, but 
poorly on testing data)

• Find the simplest model that produces 
reasonable accuracy

– Occam’s Razor

• Reduce both bias and variance!



Overfitting
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Complex model

The true model



How Overfitting Affects Prediction
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How can we avoid over-fitting without having 
access to testing data?



Cross Validation
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- Use other metrics as appropriate (precision, recall)

- Estimate and reduce average error during multiple 
runs by randomly choosing validation set

- Compute final error on testing set

Tune 
params

• Improves model generalization
• Avoids overfitting

- Test set

- Randomly split training set into training 
and validation, e.g., 66% - 33%

Validation 
set



Cross-validation for kNN

Training data

Train 
set 1

Validation 
set 1

Train 
set 10

Error

Validation 
set 10 Error

Avg Error

K=1
Train 
set 1

Validation 
set 1

Train 
set 10

Error

Validation 
set 10

Error

Avg Error

K=7

K=1
K=3
K=7

Error

… …
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Cross Validation
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• k-fold CV

– Split data into k partitions of equal size

• Leave-one-out CV (LOOCV)

– k=n (validation set only one point)



Outline

• Evaluation of classification algorithms

– Metrics: accuracy, precision, recall

• Cross validation

– K-fold CV or LOOCV

• Logistic regression

– Maximum Likelihood Estimation (MLE) of model 
parameters

• Gradient descent for logistic regression

– Cross-entropy loss
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Classification based on Probability
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Example
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Why not linear regression?
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Logistic regression
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Interpretation of Model Output
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LR is a Linear Classifier!
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Logistic Regression is a linear classifier!

• Predict 𝑦 = 1 if:

P 𝑦 = 1 𝑥; 𝜃 > P 𝑦 = 0 𝑥; 𝜃

P 𝑦 = 1 𝑥; 𝜃 > ½ 
1

1 + 𝑒−𝜃
𝑇𝑥

>
1

2
• Equivalent to:

• 𝑒𝜃0+σ𝑖=1
𝑑 𝜃𝑗𝑥𝑗 > 1

• 𝜃0 + σ𝑖=1
𝑑 𝜃𝑗𝑥𝑗 > 0



Logistic Regression 
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Logistic Regression is a linear classifier!



Logistic Regression
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Logistic Regression Objective
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1

𝑛



Maximum Likelihood Estimation (MLE)
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Given training data  𝑋 = 𝑥(1), … , 𝑥(𝑛) with 

labels  Y = 𝑦(1), … , 𝑦(𝑛)

What is the likelihood of training data for parameter 𝜃?

Define likelihood function

Assumption: training points are independent

𝑀𝑎𝑥𝜃 𝐿 𝜃 = 𝑃[𝑌|𝑋; 𝜃]

𝐿 𝜃 =ෑ

𝑖=1

𝑛

𝑃[𝑦 𝑖 |𝑥 𝑖 ; 𝜃]



Log Likelihood
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• Max likelihood is equivalent to maximizing log 
of likelihood

𝐿 𝜃 =ෑ

𝑖=1

𝑛

𝑃[𝑦(𝑖)|𝑥(𝑖), 𝜃]

log 𝐿 𝜃 =෍

𝑖=1

𝑛

log 𝑃[𝑦(𝑖)|𝑥(𝑖), 𝜃]

• They both have the same maximum 𝜃𝑀𝐿𝐸



MLE for Logistic Regression
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𝑝 𝑦 𝑥, 𝜃 = ℎ𝜃 𝑥 𝑦 1 − ℎ𝜃 𝑥
1−𝑦

𝑦(𝑖)log ℎ𝜃 𝑥(𝑖) + (1 − 𝑦(𝑖))log 1 − ℎ𝜃 𝑥



Objective for Logistic Regression
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Cross-entropy loss



Intuition
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Intuition
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Intuition

34



Gradient Descent for Logistic 
Regression
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𝐽 𝜽 =



Regularized Logistic Regression

36

L2 regularization



Review
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• Cross-validation should be used to avoid over-fitting

– K-fold or LOOCV

• Evaluating fit of a model using different metrics

– Accuracy, precision, recall 

• Logistic regression 

– Estimates Pr 𝑌 = 1 𝑋 = 𝑥 using sigmoid

– Maximum Likelihood Estimation (MLE) for 
objective

– Can use gradient descent for training

– Very interpretable
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