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Logistics

• Start working on projects!

• Final exam

– Tuesday, Dec. 11, 2-5pm in ISEC 655

• Project presentations

– Monday, Dec. 3rd

– Exact time TBD (likely 3:00-5:30pm)

– Class on Tuesday, Dec. 4 is cancelled

• Project report

– Due Friday, Dec. 7
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Review

• Review of traditional learning techniques
– Linear classifiers (logistic regression, LDA)

– Decision trees

– Ensembles (Random Forests, AdaBoost)

– SVM

– Naïve Bayes

• Evaluation in machine learning
– Confusion matrix

– Metrics: precision, recall, F1, AUC

– ROC curves
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Comparing Supervised Learning
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Roadmap to End-of-Semester

• Deep Learning
– Motivation

– Feed-Forward Neural Networks

– Training by backpropagation

– Convolutional and Recurrent Neural Networks

• Unsupervised learning
– Principal Component Analysis (PCA)

– Feature representation (Autoencoders)

– Clustering (k-means, Hierarchical Clustering)

• Adversarial learning
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Today’s Outline

• Motivation for Deep Learning

• Deep Learning as representation learning

• Categories of neural networks

• Feed-Forward architectures

– Activation functions 

– Vectorization

• Representing Boolean functions

– XOR can be learned with 1 hidden layer
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Deep Learning
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▪ End-to-end learning / Feature learning / Deep learning



Before 2013
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Trainable Feature Hierarchy
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Learning Representations
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Learning Representations
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End-to-end learning
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Deep Learning vs Traditional Learning

13



The Visual Cortex is Hierarchical
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Neural Function
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Biology of a Neuron
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Analogy to Human Brain
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Comparison of computing power
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Neural Networks
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Example
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Intermediate Features

• Provide as input only training data: input and label
• Neural Networks automatically learn intermediate features!



Neural Networks
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Training data

Training labels

Learned 
during training



Logistic Unit
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= 𝑔(𝑤𝑇𝑥 + 𝑏)



Neural Network
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Activation Functions
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Neural Network Architectures
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Feed-Forward Networks
• Neurons from each layer 

connect to neurons from 
next layer

Convolutional Networks
• Includes convolution layer 

for feature reduction
• Learns hierarchical 

representations

Recurrent Networks
• Keep hidden state
• Have cycles in 

computational graph



Feed-Forward Process
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Feed-Forward Networks
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Layer 0 Layer 1 Layer 2 Layer 3



Feed-Forward NN

• Number of layers

• Architecture (how layers are connected)

• Number of hidden units per layer

• Number of units in output layer

• Activation functions 

• Other

– Initialization

– Regularization
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Feed-Forward Neural Network
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Vectorization
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𝑧[1] = 𝑊[1]𝑥 + 𝑏[1] 𝑎[1] = 𝑔(𝑧 1 )



Hidden Units

• Layer 1
– First hidden unit:

• Linear: 𝑧1
[1]

= W1
1 T

𝑥 + b1
[1]

• Non-linear: 𝑎1
[1]

= g(z1
[1]
)

– …
– Fourth hidden unit:

• Linear: 𝑧4
[1]

= W4
1 T

𝑥 + b4
[1]

• Non-linear: 𝑎4
[1]

= g(z4
[1]
)

• Terminology

– 𝑎𝑖
[𝑗]

- Activation of unit i in layer j

– g - Activation function

– 𝑊𝑗 - Weight vector controlling mapping from layer j-1 to j

– 𝑏𝑗 - Bias vector from layer j-1 to j
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Vectorization
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Output layer



Performance of Deep Learning
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Deep Learning Applications
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