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Logistics

* HW 2 ison Piazza
— Due date: Friday, Oct 19
— Save Jupyter Notebook as PDF or generate PDF with results

— We run your code selectively, but if code doesn’t run we
would like to see results

— Make sure that permissions are set so we can access your
files if using cloud service

— Hosting it on Github privately is the best option
* Grading for HW 1 almost done

— Grades will be posted on Gradescope
 Midterm next Tuesday, Oct. 16

— Material until Decision trees and Bagging (including
everything in lecture today)



Review

* Metrics for evaluating classifiers
— Accuracy, error, precision, recall, F1 score

— AUC (area under the ROC curve) measures performance of
classifier for different thresholds

e Feature selection methods
— Filters decide on each feature individually

— Wrappers select a subset of features by search strategy
(fixing model and evaluating with cross-validation)

— Embedded methods (e.g., regularization) are part of
training
* Decision trees are interpretable, non-linear models
— Greedy algorithm to train Decision Trees
— Works on categorical and numerical data
— Node splitting done by highest Information Gain



Outline

Decision trees
— ID3 algorithm (use Information Gain for splitting)
— Solutions against overfitting (e.g., pruning)

Lab

Ensemble learning
— Reduce variance

— Decrease classification error

Bagging method for designing ensemble
learning



Sample Dataset

* Columns denote features X,
e Rows denote labeled instances <r“)*y“}>

* Class label denotes whether a tennis game was played

Predictors Response

Outlook Temperature Humidity Wind Class
Sunny Hot High Weak No
Sunny Hot High Strong No
Overcast Hot High Weak Yes
Rain Mild High Weak Yes
Rain Cool Normal Weak Yes
<J.’(i) . U(i}> Rain Cool Normal Strong No
Overcast Cool Normal Strong Yes
Sunny Mild High Weak No
Sunny Cool Normal Weak  Yes
. Rain Mild Normal Weak Yes
Categorlcal Sunny Mild Normal Strong Yes
data Overcast Mild High Strong  Yes
Overcast Hot Normal Weak Yes

Rain Mild High Strong No



Decision Tree

* A possible decision tree for the data:

Outlook
/‘\
Sunny Overcast Rain
Humidity Yes Wind
AN AN
High Normal Strong Weak
/ N / \
No Yes No Yes

* What prediction would we make for

<outlook=sunny, temperature=hot, humidity=high, wind=weak> ?



Learning Decision Trees

* Learning the simplest (smallest) decision tree is
an NP-complete problem [Hyafil & Rivest "76]

* Resort to a greedy heuristic:
— Start from empty decision tree

— Split on next best attribute (feature)
— Recurse



Full

Tree

mpg values: bad good

A full

tree

root
22 18
pchance = 0,001
|
cylinders = 3 | cylinders = 4 cylinders = 5 | cylinders =6 | cylinders =8
00 4 17 1 0 8 0 9 1
Predict bad |pchance =0135 |Predictbad Predictbad |pchance = 0.085

_— /

maker = america || maker = asia maker = europe | horsepower = low | horsepower = medium || horsepower = high
0 10 25 2 2 00 01 90
Predict good pchance = 0.317 | pchance = 0.717 | Predict bad Predict good Predict bad
el B
horsepower = low || horsepower = medium | horsepowver = high || acceleration = low || acceleration = medium || acceleration = high
0 4 21 00 10 o1 1 1
Predict good pchance = 0.894 Predict bad Predict bad Predict good pchance =0.717

_—
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acceleration = low

10

Predict bad

acceleration = medium
11

(unexpandable)

acceleration = high
00

modelyear = T0to74 || modelyear = 75to78

01 10

modelyear = 79083
00

Predict bad

Predict bad

Predict good Predict bad

Predict bad




Splitting

Would we prefer to split on X, or X,?

X
X
N

<

|dea: use counts at leaves to define
probability distributions, so we can
measure uncertaintv!

T T

T F

t X4 ¢ t X, ¢ T T
/\ /\ T F
Y=t: 4 Y=t - 1 Y=t:3 Y=t: 2 F T
Y=f:0 vy=f-3 Y=f:1 Y=f-2 = =
F T

F F

Split by the node that reduces uncertainty



Information Gain

X = College Major Definition of Information Gain:

Y = Likes “Gladiator” IG(Y] X) = I must transmit V.

How many bits on average
would it save me if both ends of

X v the line knew X?
Math |Yes IG(Y| X)= H(Y)-H(Y | X)
History |No
CS Yes Example:
Math No e H(Y)=1
Math No
cs Yes e H(Y|X) =0.5
History |No
Math Yes




Example

How to choose the attribute/value to split on
at each level of the tree?

o X X
Ixx
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Example Information Gain

H=0.99 H=0.99
B X o X X
L ] x x ] X JL
Max .' ;x -.;:x
Information /N
Gain IG = 0.62\ I}B = 0.05\2
® X X e X X
Pure . X x *x x
node || :"‘ % ;x
H, =0 He = 0.58 H_ =0.97 Hg=0.92




Learning Decision Trees

* Start from empty decision tree

* Split on next best attribute (feature)

— Use, for example, information gain to select
attribute:
argmax IG(X;) =argmax H(Y) — H(Y | X;)
[ (!

* Recurse

ID3 algorithm uses Information Gain
Information Gain reduces uncertainty on Y
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When to stop?

mpg values: bad good

e

root
22 18

pchance = 0.001

S

cylinders = 3 | cylinders = 4 || cylinders =5 | cylinders = 6 | cylinders = 8
00 4 17 10 8 0 91
Predict bad Predict good Predict bad Predictbad Predict bad

First split looks good! But, when do we stop?
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Case 1

mipg values: bad  good

Base Case

One

Don't split a
node if all
matching

records have
the same

output value

=0.77 | Predict bad

Predict good

Fredium

| 5]

accelerstion = medum
D1

accederation = high
11

Pradct good

pchanice = 0717

Y

Ineci.m

1 0 11

Predict bad

(unexpandsble)

acceleration = high
[

modehyear = Tlio7 4
01

modedyear = 75078

1 0

modehyear = 734083
0 0

Predict bad

Predict bad

Predict good

Predict bad

Prigdict bad
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Case 2

—— Base Case

s Two

pchance = 0.001

e | T

cylinders = 3 || cyinders = 4 cylinders =5 |cylinders =6 | cylinders =8
00 4 17 1 O B 0O 8 1

Predict ad | pchance = 0135 | Predict bad  Predict bad | pohance = 0085

_—"—_—_’?——,—-’ /‘___,,—”" Fi .
maker = america || maker = asia maker = europe | horsepower = low || horseposw DDI'I"[ Spllt a
0 10 25 2 2 oo 01 nﬂde |f data
Predict good pchance = 0.317 | pchance = 0.717 | Predict bad Predict goq pﬂir‘l 1'.5 are
\_‘:\_\_‘-__\E*'“—_——_::_:_. . )
e 1 identical on
0 4 21 00 10 remammg

Predict good pchance = 0.894 Predict bad -
attributes
_,)‘/} /‘4 =

—
acceleration = lowy || acceleration = WW modetyear = Tlto74 | modehyear = TStoTE || modelyear = 7%o83
oo

1 0 11 o1 i 0 o o

Predict ba (unexpandale) Predict bad Fredct Good Predict b Predict bad

Predict bad




Accuracy
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Solutions against Overfitting

* Standard decision trees have no learning bias

— Training set error is always zero!
* (If there is no label noise)

— Lots of variance
— Must introduce some bias towards simpler trees

* Many strategies for picking simpler trees
— Fixed depth
— Minimum number of samples per leaf

* Pruning

18



Pruning Decision Trees

Split data into training and validation sets
Grow tree based on training set

Do until further pruning is harmful:

1. Evaluate impact on validation set of pruning each
possible node (plus those below it)

2. Greedily remove the node that most improves
validation set accuracy

19



Pruning Decision Trees

* Pruning of the decision tree is done by replacing a whole
subtree by a leaf node.

* The replacement takes place if a decision rule establishes that
the expected error rate in the subtree is greater than in the
single leaf.

* For example,

Training @ Validation @

red blue red blue =

If we had simply predicted the

majority class (negative), we

make 2 errors instead of 4.
Pruned!

1 positive 0 positive 1 positive 1 positive
0 negative 2 negative 3 negative 1negative
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Real-Valued Inputs

What should we do if some of the inputs are real-valued?

Infinite
number of
possible split
values!!!

mpg

good
bad
bad
bad
bad
bad
bad
bad

good
bad
good
bad

cylinders displacemen horsepower weight acceleration modelyear maker

L = A =

00 o o 000 | O e

97
133
121
350
138
108
113

302

120

455
107
131

75
30
110
175
35
34
95

133

79

225

103

2265
2648
2600
4100
3102
2373
2278

3570

3605

4495
2464
2830

18.2
15
12.8
13
16.5
16.5
14

12.8

186

10
155
15.3

77 asia

/0 amenca
/| europe
73 america
74 america
73 asia

71 asia

78 america

B2 america
70 america
76 europe
/8| europe
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Naive Approach

“One branch for each numeric value”

idea:

weir & T4 | modelyeir & 75 | moddyear = T8 | modeiyes =

edict gacd Pradict b Pracica bl Pt

&7 | madelyesr = 73

rrcdely=ar < @

merdsdyegr = 01 Imuﬂﬂr = §
0+

-F Sreded gl Fredct Lad Fredict g

Hopeless: hypothesis with such a high

branching factor will shatter any dataset

and overfit
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Threshold Splits

Binary tree: split on
attribute X at value t

Year

— One branch: X<t N\
<78 >78
— Other branch: X > t Vi \
Year good
Requires small change N\
; <70 270

» Allow repeated splits on same > N

variable along a path bad good

Information Gain metric can be
extended to numerical attributes

23



Interpretability

Each internal node

tests an attribute x,
Cylinders
One branch for
each possible
. 3 4 5 6 8
attribute value x=v -/ . A ~.
. good Maker bad  bad Horsepower
Each leaf assigns a
class y ZON ZON
. america  asia europe low med high
To classify input x: P | \ P | \
traverse the tree bad good good bad good bad

from root to leaf,
output the labeled y

Human interpretable!
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Decision Boundary

* Decision trees divide the feature space into axis-
parallel (hyper-)rectangles

* Each rectangular region is labeled with one label

— or a probability distribution over labels

sz 1 ‘/ﬂ\

6 x1 <4 x1 <3
Decision 1 /\ ,/\
boundary 0 1 x2 < 4

4 /\

0 1

=
]
B
fo ]
=

[a—




Decision Trees vs Linear Models

oy [

Linear model Decision tree
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Lab

> library(tree)
> library(ISLR)
> fix(Carseats)

Sales |CompPrice|Income |Advertising|Population|Price |ShelvelLoc|Age
1 |9.5 138 73 11 276 120 Bad 42
2 |11.22 |111 48 16 260 83 Good €5
3 |10.06 |113 35 10 269 80 Medium 59
4 |7.4 117 100 < 466 97 Medium 55
5 |4.15 141 64 3 340 128 Bad 38
6 |10.81 |124 113 13 501 72 Bad 78
7 |€.63 115 105 0 45 108 Medium 71
8 |11.85 |136 81 15 425 120 Good 67
9 |€6.54 132 110 0 108 124 Medium 7€
10 |4.69 132 113 0 131 124 Medium 76
11 |9.01 121 78 9 150 100 Bad 26
12 |11.96 |117 94 4 503 94 Good 50
13 |3.98 122 35 2 393 136 Medium €62
14 |10.96 |115 28 11 29 g6 Good 53
15 |11.17 |107 117 11 148 118 Good 52
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Lab

Add Label “High” is Sales > 8

> High=ifelse (Sales<=8,"No", "Ye
> Carseats=data.frame (Carseats,
> head (Carseats)

Sales CompPrice Income Advertising Population Price ShelvelLoc Age Education Urban

2%)
High)

1 9.50 138 73 11 276 120 Bad 42 17 Yes
2 11.22 111 48 16 260 83 Good 65 10 Yes
3 10.06 113 35 10 269 80 Medium 59 12 Yes
4 7.40 117 100 4 466 97 Medium 55 14 Yes
S 4.15 141 64 3 340 128 Bad 38 13 Yes
6 10.81 124 113 13 501 72 Bad 78 16 No

Z)I

us
Yes
Yes
Yes
Yes

No
Yes

High
Yes
Yes
Yes

No
No
Yes
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Lab

Train and Test

> train=sample(l:nrow(Carseats), 200)
> Carseats.test=Carseats|[-train, ]
> High.test=High[-train]
> tree.carseats=tree (High~.-5ales,Carseats, subset=train)
> tree.pred=predict (tree.carseats, Carseats.test,type="class")
> table(tree.pred,High.test)
High.test
tree.pred No Yes
No 85 22
Yes 34 359

> mean(tree.pred==High.test)

(1] 0.72 Accuracy
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Lab

seats)
seats,pretty=0)

Shelvel oc: Bad Medium
|

Price 150

Shelvelloc: Bad

Price £ 98.5 Price £ 86.5
Income < ﬂilcom& <101
‘ Age 4 50.5 US]No
Pricekk 110 | No

No Yes No No y.o B .
Advertising < 12.5 Advertising < 4.5 [ ] Yes
Yes No

<615 Age 4 79CZompPrige < 118 5
Yes [ ]

Population < 203.5Price 140 No No ‘ Price < 108
ducatign < 14.5 No CompPrice <124

Income

No No [ 1 pNo Yes
Yes Yes No Yes
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> tree.carseats
node), split, n, deviance, yval, (yprob)
* denotes terminal node

l) root 200 271.500 No ( 0.58500 0.41500 )
2) Shelwveloc: Bad,Medium 157 196.500 No ( 0.68153 0.31847 )
4) Shelveloc: Bad 46 31.630 No ( 0.89130 0.10870 )
8) Price < 98.5 13 16.050 No ( 0.69231 0.30769 )
lg) Income < 57 © 0.000 No ( 1.00000 0.00000 ) =
17) Income > 57 7 8.561 Yes ( 0.42857 0.57143 ) =
9) Price > 98.5 33 8.962 No ( 0.9€970 0.03030 )
18) Income < 101 28 0.000 No ( 1.00000 0.00000 ) =
19) Income > 101 5 5.004 No ( 0.80000 0.20000 ) *
5) Shelwveloc: Medium 111 149.900 No ( 0.59459 0.40541 )
10) Price < 86.5 7 0.000 Yes ( 0.00000 1.00000 ) =
11) Price > 86.5 104 136.500 No ( 0.63462 0.36538 )
22) Age < 50.5 47 €4.620 Yes ( 0.44€81 0.55319 )
44) Advertising < 12.5 37 50.620 No ( 0.56757 0.43243 )
88) Income < €1.5 17 12.320 No ( 0.88235 0.11765 )
176) Population < 203.5 5 €.730 No ( 0.60000 0.40000 )
177) Population > 203.5 12 0.000 No ( 1.00000 0.00000 )
89) Income > €1.5 20 24.430 Yes ( 0.30000 0.70000 )
178) Price <« 140 15 11.780 Yes ( 0.13333 0.86667 )
356) Education < 14.5 10 0.000 Yes ( 0.00000 1.00000
357) Education > 14.5 5 ©6.730 Yes ( 0.40000 0.60000 )
179) Price > 140 5 5.004 No ( 0.80000 0.20000 ) *
45) Advertising > 12.5 10 0.000 Yes ( 0.00000 1.00000 ) =
23) Age > 50.5 57 58.670 No ( 0.78947 0.21053 )
4g) Advertising < 4.5 31 8.835 No ( 0.96774 0.0322¢6 )
S2) Age < T79.5 25 0.000 No ( 1.00000 0.00000 ) *
93) Age > T79.5 € 5.407 No ( 0.83333 0.16667 ) *
47) Advertising > 4.5 26 35.430 No ( 0.5769%92 0.42308 )
S94) CompPrice < 118.5 9 0.000 No ( 1.00000 0.00000 ) =
95) CompPrice > 118.5 17 22.070 Yes ( 0.35294 0.64706 )

)

"

®
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Pruning

set.seed(3)
CvV.Ccarseats=cv.tree(tree.carseats, FUN=prune.misclass)
prune.carseats=prune.misclass(tree.carseats,best=12)
plot (prune.carseats)

text (prune.carseats,pretty=0)

Cross-validation for pruning
FUN = prune.misclass indicates that classification

error is metric to minimize
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Pruning

Shelvelloc: Bad

‘ Price

Shelveloc: ?ad,Medium

< 86.5
No ‘
Age 9
Yes
Advertisipg < 12.5
Incomg < 61.5 ‘
‘ Yes
Price 140
No _|
Yes No

Pricek 150
505
Yes No
Advertising < 4.5
‘ CompPrige < 118.5
No

Price < 108

No [ CompPrice < 124
Yes

No Yes
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Outline

Decision trees
— ID3 algorithm (use Information Gain for splitting)
— Overfitting solutions (e.g., pruning)

Lab

Ensemble learning
— Reduce variance

— Decrease classification error

Bagging method for designing ensemble
learning



Bias/Variance Tradeoff

High Bias Low Bias
Low Variance High Variance
- eamesas= -

Decision Trees

Test Sample

s

Prediction Error

Y4

Training Sample

Low High

Model Complexity

Hastie, Tibshirani, Friedman “Elements of Statistical Learning™ 2001

How to reduce variance of single decision tree?
35



Ensemble Learning

Consider a set of classifiers 4, ..., hy

Idea: construct a classifier H(x) that combines the
individual decisions of 4, ..., hy

* e.g., could have the member classifiers vote, or

* e.g., could use different members for different regions of the
instance space

Successful ensembles require diversity
* C(lassifiers should make different mistakes
* (Can have different types of base learners
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Build Ensemble Classifiers
e Basic idea

— Build different “experts”, and let them vote

e Advantages
— Improve predictive performance
— Easy to implement

— No too much parameter tuning

e Disadvantages

— The combined classifier is not transparent and
interpretable

— Not a compact representation



Why do they work?

e Suppose there are 25 base classifiers
e Each classifier has errorrate, £ = (.35
e Assume independence among classifiers

e Probability that the ensemble classifier makes a
wrong prediction:

225(2?] g'(l—¢)*" =0.06

1=13



Practical Applications

Goal: predict how a user will rate a movie
* Based on the user’s ratings for other movies N [ '|' |Z |_ | x
e and other peoples’ ratings

e with no other information about the movies

This application is called “collaborative filtering”

Netflix Prize: S1M to the first team to do 10% better
then Netflix’ system (2007-2009)

Winner: BellKor’s Pragmatic Chaos — an ensemble of
more than 800 rating systems
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Netflix Prize

Machine learning competition with a $1 million prize

FLIX
Recommendations §l Friends § QGueue § Buy DVDs
£ = NewReleases Previews Ne®ux Top 100

es For You

9|

Leaderboard A

% Improvement Last Submit Time

1010 2009-07-25 18:3822

!
E

10.08 2009-07-26 18:18:28

Grand Prize - RMSE <= 0.8563 N
! DWINg MOVies wore

RN RN RN NN

- A - O W
N a2 D

rce{snIdBe
startbDatas

i stanceBP~ Nk
18 Invisible Ideas e v

sance{$sBa

cegptpatass 4 users =P

,_~recove 1 2(13[5]|?

NN N NN NN

movies | 7 1 2
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General Idea

Original
D Training data

1

Step 1:
Create Multiple D, D, D, , D,
Data Sets
Step 2
Build Multiple /& ol e\
Classifiers N =N o N

| S

\
-
.
-
hl O
— -
).
f(f
-
).~

Step 3. N
Combine - "
Classifiers

Majority Votes
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